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Foreword

THE ACS SYMPOSIUM SERIES was first published in 1974 to
provide a mechanism for publishing symposia quickly in book
form. The purpose of this series is to publish comprehensive
books developed from symposia, which are usually “snapshots
in time” of the current research being done on a topic, plus
some review material on the topic. For this reason, it is neces-
sary that the papers be published as quickly as possible.

Before a symposium-based book is put under contract, the
proposed table of contents is reviewed for appropriateness to
the topic and for comprehensiveness of the collection. Some
papers are excluded at this point, and others are added to
round out the scope of the volume. In addition, a draft of each
paper is peer-reviewed prior to final acceptance or rejection.
This anonymous review process is supervised by the organiz-
er(s) of the symposium, who become the editor(s) of the book.
The authors then revise their papers according to the recom-
mendations of both the reviewers and the editors, prepare
camera-ready copy, and submit the final papers to the editors,
who check that all necessary revisions have been made.

As a rule, only original research papers and original re-
view papers are included in the volumes. Verbatim reproduc-
tions of previously published papers are not accepted.
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Preface

THE UTILIZATION OF SUPERCRITICAL FLUID (SCF) science and technol-
ogy has changed significantly over the past two decades from an early
emphasis on extractions in the petroleum and chemical industries to
applications in the food, personal care, and environmental remediation
industries. However, only a relatively small number of commercial-scale
plants are now in operation, and this fact indicates that the potential of
this field has not been fully realized. The focus of much recent research
in the SCF area has been of an interdisciplinary nature with emphasis on
the measurement of high-quality, fundamental data. As a result, the
potential now exists for the development of a variety of innovative appli-
cations, as evidenced by the recent scientific literature and conferences in
this area.

This volume was developed from a selection of papers presented at
one of these recent conferences, the “Symposium on Supercritical Fluid
Science and Technology” held as part of the 1994 Annual Meeting of the
American Institute of Chemical Engineers in San Francisco, California, in
November, 1994. The chapters were selected to represent the breadth of
the innovative applications that are currently being investigated within
this field, and to reflect the diversity of papers presented at the sympo-
sium.

This volume spans the range of research from fundamental aspects of
supercritical fluid science to developmental aspects of the technology for
commercial applications. The first chapter provides an overview of the
field of supercritical fluid science and technology by discussing the signifi-
cance of accurate fundamental solubility data in the scale-up process and
by presenting selected representative examples of recent innovations in
the field. This is followed by a section containing chapters that describe
both fundamental research on molecular interactions and simulations as
well as experimental and theoretical aspects of relevant phase behavior.
The second section presents examples of research on chemical and cata-
lytic transformations in supercritical fluid media. The third section
includes chapters on various topics and applications of the technology,
such as supercritical water oxidation for the total oxidative destruction of
hazardous wastes. The final section presents a review of applications in
the forest products industry and several chapters representative of innova-
tions in this area.

ix
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Chapter 1

Innovations in Supercritical Fluid Science
and Technology

Keith W. Hutchenson! and Neil R. Foster?

!DuPont Central Research and Development, Experimental Station,
P.O. Box 80304, Wilmington, DE 19880—0304
2School of Chemical Engineering and Industrial Chemistry, University
of New South Wales, Sydney, New South Wales 2052, Australia

As is reflected in the contents of this volume, much of the recent
research in the field of supercritical fluid science and technology has
been devoted to developmental aspects of exciting novel applications.
However, to fully realize the potential of these possibilities, due
consideration must be given to the quality of the fundamental
solubility data upon which they are based. This aspect and the
implications on the scale-up process are discussed in detail. Secondly,
representative examples of recent innovations in supercritical fluid
technology which may well influence future research priorities and
have commercial ramifications are described. These include the
applications of chemistry and catalysis in supercritical fluids,
supercritical water oxidation (SCWO), gas—antisolvent (GAS)
extraction, precipitation with a compressed fluid antisolvent (PCA),
and rapid expansion from a supercritical solution (RESS).

As is evident from the nature of the papers in this volume, a substantial proportion of
research activity in the field of supercritical fluid (SCF) science and technology is
now being devoted to developmental aspects of potential commercial applications.
Whilst this trend is most encouraging, and there are a number of large commercial
supercritical fluid extraction (SCFE) plants in current use, it should be remembered
that the design of such plants is a relatively infant technology. One of the major
impediments to the wider commercialization of SCF technology in the past has been
the lack of sufficient design data required for the reliable scale-up of laboratory-based
developments. Consequently, it is appropriate to reflect on relevant aspects of past
and present supercritical fluid research, and to speculate on what emphasis is
warranted in future work.

A common element of the various applications of SCF technology being
considered in current research is that the phase behavior of the solute species in the
SCF medium must be known precisely for reliable scaling to commercial processes.
The importance of measurement and modeling of solubility data is fundamental to
these potential applications. Because of the significance of this important aspect of

0097—6156/95/0608—0001$14.75/0
© 1995 American Chemical Society
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Figure 1. Solubility Data for Naphthalene in SC-CO2 at 308.1 K
(1, 16, 84-87).
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SCF technology, a critical review of this topic is presented here along with some
common pitfalls that can impact successful commercialization.

Secondly, specific areas of current research and development are presented that
build upon this fundamental understanding. Although it is not possible in this limited
space to discuss all the novel innovations currently under investigation in this rapidly
growing field, the following applications have been selected for this discussion as
representative examples: chemistry and catalysis in supercritical fluids, supercritical
water oxidation (SCWO), gas-antisolvent (GAS) extraction, precipitation with a
compressed fluid antisolvent (PCA), and rapid expansion from a supercritical solution
(RESS). A separate review chapter (Chapter 26) is presented that discusses
applications in the forest products industry. Finally, individual chapters of this
volume are introduced in the discussion to highlight their relevance to current
research in the field of supercritical fluid science and technology.

Solubility Measurement and Modeling

Precision and Accuracy. The first step in the technology development process is to
establish proof of technical feasibility. In the context of applications involving SCFs,
this stage usually involves the determination of the solubility of a single major
component of the substrate to be extracted. The enhanced solubility of pure solid
solutes in SCFs, compared with that predicted by ideal gas behavior, has been well
documented, and there have been literally hundreds of systems for which solubility
data have been reported. However, in the context of scale-up, the precision and
accuracy of such data must be quantified in order to minimize uncertainty in the
scale-up process. The SCF-solute system for which most solubility data have been
reported is possibly that of naphthalene in supercritical carbon dioxide (SC-CO2).
The first data reported by Tsekhanskaya et al. (1) have frequently been used as a base-
line of experimental reliability for researchers studying the solubility of other solutes
in SC-CO;. In other words, the naphthalene-CO system has been used as a standard
for calibrating solubility apparatus and, as is illustrated in Figure 1, the data from
several studies demonstrate a high degree of consistency.

An essential component of efficient and successful scale-up is the availability of
a model to enable process simulation to be undertaken and thus minimize expensive,
real-time pilot plant investigations. This has been, and remains, a major hurdle for
the large-scale utilization of the technology. Despite extensive studies, state-of-the-
art equations-of-state (EOS) are still not capable of adequately and quantitatively
predicting SCF behavior in even the simplest of systems. This problem is illustrated
graphically in Figures 2 and 3, in which the naphthalene solubility data of
Tsekhanskaya (1) have been correlated with the Peng-Robinson equation of state—
one of the simplest and most commonly used EOS. Upon first examination, the EOS
appears to provide an excellent correlation of the data over the entire range of
solubility and pressure/density as shown in Figure 2. However, the expanded-scale
illustration of the same data and model fit in Figure 3 clearly shows that this
perception is incorrect. In the vicinity of the critical point, discrepancies between
experimental and model values of more than 50% occur—and this, it is important to
note, is for one of the most exhaustively studied systems for which data are available.
It is also significant, as will be discussed later, that both components in the system
(i.e., carbon dioxide and naphthalene) are readily available in high purity, and neither
presents any difficulties with respect to chemical analysis.

The difficulties experienced in correlating data are even more pronounced when
the chemical characterization of the solutes are not straight-forward, when high purity

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
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material is not readily available, and when the solubility of the solute in the SC-CO2
is low. The difficulties manifested by such systems are illustrated by example in
Figures 4 to 6. The solubility data for cholesterol in SC-CO2 (Figure 4) demonstrates
the enormous discrepancies that exist in the published data, and the impact that such
uncertainties would have on the scale-up process should they not be recognized could
well be economically and technically catastrophic. The solubility of cholesterol in
SC-CO is approximately two orders of magnitude lower than for naphthalene, so
calibration of the solubility apparatus with naphthalene would not necessarily provide
a valid indication of the precision and accuracy of the cholesterol data. A difficulty
also associated with such low solubilities is that gravimetric measurement becomes a
very time consuming method for solubility measurement, and analytical techniques
become the preferred option. The analysis of cholesterol is not straight-forward, and
may require a derivitization step, thus introducing an additional source of error.

Cosolute Effects. The data presented in Figures 5 to 7 illustrate the significance that
the presence of impurities in the solute can have on the integrity of solubility data.
The oleic acid/SC-CO, system (Figure 5) has the additional complicating factor of the
solute being liquid, and thus the nature of contacting between the two components to
ensure that saturation has occurred is of considerable importance. The level of
impurities for all three systems varied between 0.1 and 5 wt%. As is indicated by the
data, discrepancies of up to two orders of magnitude exist, and the potential impact of
this uncertainty in the quality of fundamental data on the scale-up process cannot be
overstated.

The 1,1-bis(4-chlorophenyl)-2,2,2-trichloroethane (p,p-DDT)/SC-CO3 system
(Figure 6) provides another example of solute impurity effects on the integrity of
solubility data—it is clear that more than 60% of the initial solubility measured in this
system is due to a “more volatile” component present in the solute at reportedly no
greater than 0.1 wt%. It is unlikely that the effects observed as a consequence of the
presence of impurities are always enhancements in solute solubility. Further, the
impact of this behavior is more significant when considered in the context that most
potential applications of SCF extraction technology involve extraction from a
substrate consisting of multiple solutes. There have been a number of recent studies
involving mixed solutes, that is ternary systems consisting of solute-1, solute-2 and a
single SCF (2-9). In some of these systems the solubility of the individual solutes is
greater than that observed in the binary systems consisting of the pure solutes and a
single SCF. A specific example of this phenomenon has been observed by Kurnik
and Reid (5). As is illustrated in Figure 7, a solubility enhancement of 280% was
observed for benzoic acid (BA) when extracted with CO2 from a mixture of BA and
naphthalene compared with the equilibrium solubility for pure benzoic acid. This
observation has considerable ramifications in the design of a commercial plant and on
its capital and operating costs. A further complication is that, in some cases, the
presence of a third component can lower the solubilities of each solute.
Consequently, one cannot assume that solubility data obtained from binary systems
will always provide the worst—case scenario (i.e., lowest solubility, highest
solvent:feed ratio) for process design purposes.

The influence of the solute matrix on solubility can be explained in terms of an
“entrainer effect” resulting from the modification of the SCF solvent properties by the
more soluble solute. Whilst this “cosolvent phenomenon” has been observed in
conventional liquids and is reasonably well understood in these systems, it must be
remembered that supercritical fluids are not ideal systems and, as has already been
demonstrated, the level of fundamental understanding despite over 100 years of

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
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research and development is still not sufficient to enable a priori predictions of single
component solubility in even a commonly used SCF such as CO».

Whilst the continuation of investigations of binary systems is necessary for the
development of a fundamental understanding of the behavior of supercritical fluids, it
is appropriate that future research involves detailed studies of ternary SCF
(solute-1/solute-2/SCF) systems with the objective of addressing the issue of the
influence of mixture composition or solute-solute interactions on the solubility
behavior of such systems. Bamberger et al. (6) have claimed that substantial changes
in the composition of a ternary CO»—solid triglyceride mixture had no influence on
solute solubility or selectivity. However, it is likely that this behavior is a result of
the heterogeneous nature of the triglyceride molecule—a characteristic that results in
generally poor selectivities when extracting natural triglycerides with SC-CO3 (10).
In possibly the most recent study of ternary systems involving SC-CO2, Macnaughton
and Foster (9) investigated the influence on the mutual solubilities of the pesticide,
p.p-DDT, and the herbicide, (2,4-dichlorophenoxy)acetic acid (2,4-D), as part of an
environmental engineering program. A single solubility isotherm was obtained for a
50 mol% mixture of the two solutes. These data are presented in Figure 8. The
experimental precision on each data point was 3% and therefore, within the limits of
the experiment, the solubility of the p,p'-DDT in the ternary system is not
significantly different to the binary system. At the lower pressures, however, the
2,4-D solubilities were depressed by more than 10% which is too large to be a result
of experimental error.

In order to develop a more fundamental understanding of the ternary system
behavior, Macnaughton (11) used a novel solubility technique which utilized two
equilibrium cells arranged in series, each being packed with a different solute.
Supercritical CO2 was passed through the first cell, during which it became saturated
with solute 1, and was then passed through the second cell. The solute in the second
cell was effectively being contacted with a CO—cosolvent mixture—the cosolvent
being the solute in the first cell. The experiment was carried out with p,p’-DDT in the
first column and 2,4-D in the second column and was then repeated with the order of
the columns reversed. One isotherm of solubility data was measured at 313.1 K for
both configurations. The data obtained with the first configuration showed that the
solubility of 2,4-D was enhanced by up to 60%, whilst the solubility of p,p'-DDT was
identical to that obtained for the binary p,p-DDT-CO> system. The results obtained
with the second configuration revealed a significant depression in 2,4-D solubility.
The experimental consequences of this were quite serious because it meant that some
of the 2,4-D in the supercritical phase that entered the second cell actually
precipitated or was absorbed on the p,p'-DDT. Consequently, the second cell no
longer contained pure p,p'-DDT but rather a mixture of p,p-DDT and 2,4-D which
essentially violated the purpose of the experiments. However, these experiments
were repeated to confirm that the behavior observed was not anomalous.

Cosolvent Effects. In order to increase the solute solubility and/or selectivity and to
reduce operating costs in continuous extraction processes, small amounts of
cosolvents may be added to modify the polarity and solvent strength of the primary
supercritical fluid (4, 12-14). The cosolvents, which are usually referred to as
entrainers, are commonly polar or non-polar miscible organics.

To date, the solubility data for solid solutes in contact with binary solvent
mixtures under supercritical conditions is limited. In addition, most of the currently
available experimental data on the solubilities of pure and mixed solutes in SCF-
cosolvent mixtures have been obtained at temperatures lower than the critical mixture
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temperatures. To illustrate the enhanced solubility that can be obtained with the
addition of organic cosolvents to a primary supercritical fluid such as carbon dioxide,
the data obtained by Ting (15) are presented in Figures 9 and 10. The data
demonstrate that cosclvents can enhance the solubility of solids in SCFs by orders of
magnitude. This phenomenon is of substantial significance in the design of
supercritical fluid processes. The use of cosolvents can enable the severity of
operating conditions to be considerably reduced. For example, reductions in
operating pressure associated with this approach could provide substantial capital cost
savings in the design of a SCF extraction facility.

It has already been noted that the presence of impurities in the solute can induce
significant enhancements or depressions in component solubility. A similar effect of
cosolvent purity has also been reported, as demonstrated by the data presented in
Figure 11 (16).

Correlation of Data. Numerous approaches have been taken in the search for
correlative and predictive models of phase behavior in supercritical fluid systems, and
there is no question that such investigations should continue in the future. However,
the reliability, precision, and accuracy of data being used in model development must
always be borne in mind. From the perspective of scale-up, the basis of such models
does not need the same degree of fundamental rigor as is the case for molecular-based
approaches to describing chemical interactions in supercritical fluid systems. Scale-
up is often based on correlations which are valid for a limited range of boundary
conditions of operating variables. Provided that the boundary conditions for a specific
correlation are not traversed, such an approach can provide a powerful tool in process
design. For example, simple semi-log plots of solute solubility as a function of SCF
density can provide an excellent correlation of experimental data over a relatively
wide range of temperature, as shown in Figure 12 for the cholesterol-ethane system
(17). The fact that the solubility isotherms when presented in this manner are almost
parallel also provides a high level of surety in interpolating between the extremes of
temperature. However, caution should be exercised in using such a correlative
technique as a general tool. The possible ramifications of this are illustrated in Figure
13, where it is clear that the solubility of p,p-DDT in CO2 does not follow the linear
semi-log behavior demonstrated by the cholesterol-ethane system. However, as
shown in Figure 14, a very high level of confidence in data correlation for the
p.p-DDT/CO; system can be obtained from a log-log regression. Once again, the
parallel solubility isotherms obtained facilitate reliable interpolation of data. It is
clear from the data presented that the absence of a fundamental, molecular—based
model for predicting phase behavior in supercritical fluids does not necessarily
prevent reliable scale-up from being achieved.

A number of papers in this volume specifically address the measurement and
modeling of solubilities in SCFs, and others depend upon this aspect for actual
implementation. For example, Ziegler et al. present a new experimental method for
measuring the mixture critical curve for binary mixtures with CO3 in Chapter 6.
Macnaughton et al. report in Chapter 8 both predictive and experimental methods for
the selection of cosolvents for the SCFE of pesticides from solid matrices. In
Chapter 9, Knudsen et al. compare several classes of equations of state for the
prediction of phase equilibria. Dooley et al. report in Chapter 18 results for the SCFE
from polymeric matrices. Montero et al. describe the SCFE of hazardous
contaminants from soils in Chapter 19, and in Chapter 20, Rahmé et al. describe a
kinetic model for extractions. These latter three papers illustrate another physical
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Figure 9. Solubility of Naproxen in Pure and Modified SC-CO2 at 333.1 K
using Various Cosolvents at 3.5 mol% (15).
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property of fundamental importance for rational design and scale-up—i.e., mass
transfer coefficients. The SCFE of solutes from porous matrices such as polymers
and soils are often mass transfer limited and require accurate measurements or
estimates of transport coefficients for reliable scale-up. Discussion on this aspect of
SCF technology is provided by Brunner (18).

Selected Examples of Innovations in SCF Technology

Chemistry and Catalysis in Supercritical Fluid Media. The application of SCF
media for separations is now reasonably well established. Conducting chemical
transformations in these media has enormous potential, but has thus far received
relatively minor commercial implementation (with notable exceptions such as the
high-pressure low-density polyethylene process). Growing environmental (and
therefore, economic) pressures in waste minimization through source reduction rather
than expensive end-of-pipe treatments continues to drive the chemical industry to
evaluate alternative processes. Supercritical fluids can potentially address some of
these concerns through, for example, solvent replacement with environmentally-
benign (and, perhaps, less expensive) alternatives, the development of more efficient
processes through enhanced yields and selectivities, the exploitation of enhanced
catalyst recovery and prolonged catalyst life, and through the invention of novel
reactive separation processes.

The literature in this area has been the subject of several reviews (19-25), the
most recent being a comprehensive review by Savage, et al. (26). The research
described in these reviews has clearly demonstrated the potential of using SCFs as
reaction media for a variety of applications. Some of the potential advantages of
conducting chemical reactions in SCF media are presented below, along with a
representative sampling of papers from the literature illustrating selected applications
and trends suggested by current research.

It is well known that the density-dependent properties of a SCF solvent (e.g.,
solubility, diffusivity, and viscosity) can be manipulated with relatively small changes
in temperature and pressure. Polar solvents have the added feature of an adjustable
dielectric constant. In chemical reaction applications, one can potentially exploit the
resulting effects of these "tunable" solvent features in a variety of ways; for example,
through enhancing component and catalyst solubilities (possibly even homogenizing a
previously heterogeneous reaction), influencing kinetic rates through both
temperature and pressure effects, shifting equilibrium constants to favor desired
products, increasing selectivity and yields, reducing mass transfer limitations in
diffusion-limited reactions, minimizing heterogeneous catalyst deactivation (through
prevention of coking and extraction of fouling products or contaminants), and
facilitating the separation and recovery of reaction products. There is tremendous
opportunity for successfully exploiting these potential advantages in economical,
commercial processes.

Solvent Replacement. As indicated above, solvent replacement represents an
important motivation for exploring SCF reactions. Carbon dioxide and water have
been the primary solvent candidates of choice in most of this research because they
are both inexpensive and environmentally benign. For example, DeSimone et al. (27)
report the replacement of conventional chlorofluorocarbon solvents with SC-CO2 for
the homogeneous free radical polymerization of fluoropolymers. As a more recent
example, Tanko and Blackert (28) report the bromination of toluene and ethylbenzene
in CO; at supercritical conditions using atomic bromide free radicals initiated
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photochemically from molecular bromine. They report the production of the
corresponding benzylic bromides in high yield with selectivities in SC-CO2
essentially identical to that observed in the conventional chlorinated organic solvent,
carbon tetrachloride.

High-temperature water (both sub- and supercritical) is an interesting reaction
media for several additional reasons. For example, reaction chemistries can shift
from heterolytic (ionic) to homolytic (free-radical) mechanisms as the density is
varied from liquid- to gas-like values under supercritical conditions (29). In addition,
the variable dielectric constant (30) and hydrogen bonding strength in the vicinity of
the critical point result in some unique solvation properties such as the complete
miscibility of most organics (23). As an example of published work, Siskin,
Katritzky, and co-workers have presented a series of papers (see for example (31-33))
on reactions of many organic compounds in both sub- and supercritical water. They
report enhanced reaction rates, the predominance of ionic reaction pathways at higher
temperatures as an alternative to thermolytic, free-radical routes, and that water can
function as an effective acid or base catalyst at these conditions.

Solvation in supercritical water is an important component of the application of
this solvent as a reaction media. Indeed, this topic has been the subject of a number
of recent studies (see for example (34)). Several papers in this book address some of
the fundamental issues concerning solvation and hydrogen bonding in high-
temperature aqueous environments. In Chapter 3, Savage and co-workers present the
results of molecular dynamics simulations of hydrogen bonding in SCF water.
Chialvo et al. present in Chapter 4 results of an investigation of solvation, hydrogen
bonding, and ion-pairing for dilute NaCl solutions in SCF water. Johnston et al.
describe in Chapter 5 the results of simulation and spectroscopic investigations of the
solvation of electrolytes and nonelectrolytes in water at conditions ranging from
ambient to supercritical conditions.

Homogeneous Catalysis. Several recent publications suggest that SCFs
represent a very promising medium for homogeneous catalysis. For example,
Poliakoff, Howdle, and co-workers (see for example (35)) have presented several
fundamental studies on organometallic reactions, primarily using metal carbonyl
complexes as catalysts. Rathke et al. (36, 37) report a method for the cobalt carbonyl
catalyzed hydroformylation reaction converting an alkene to an aldehyde by reaction
with carbon monoxide and hydrogen under supercritical conditions in CO;. For their
specific application of propylene hydroformylation, they report a significant
enhancement of the yield of linear butyraldehyde product (n:iso molar ratio of 7.3
versus about 4 for other solvents in the conventional "oxo" process). Noyori and co-
workers (38) report an interesting example of solvolytic homogeneous catalysis in
SC-CO;. These researchers show that under supercritical conditions, formic acid can
be produced from the hydrogenation of CO; in the presence of certain ruthenium(II)-
phosphine complex catalysts at substantially higher initial rates than in conventional
liquid organic solvents, and about five times as fast as a similar synthesis in water
reported recently by Gassner and Leitner (39). More recently, Tumas and co-workers
(40) have applied homogeneous transition metal catalysis to selective olefin
oxidations with encouraging preliminary results.

Heterogeneous Catalysis. There have been several studies of heterogeneous
catalysis in SCF media, but this remains a largely unexplored area, particularly in
terms of catalyst screening for specific applications. An early study by Tiltscher et al.
(41) evaluated the relative merits of using SCF media in a comparative study on the
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catalytic isomerization of 1-hexene and the disproportionation of 1,4-diiso-
propylbenzene performed under liquid, gaseous, and supercritical conditions. They
reported a pronounced effect of temperature and pressure on catalytic activity in the
supercritical region. Collins et al. (42) report enhanced p-xylene selectivity in the
vicinity of the critical point for the disproportionation of toluene over a zeolite
catalyst. Yokota, Fujimoto, and co-workers (see for example (43)) present results on
a series of studies of the Fischer-Tropsch synthesis reaction to produce liquid
hydrocarbons from synthesis gas (CO and H3) over supported cobalt, iron, and
ruthenium catalysts. Relative to gas- and liquid-phase processes, they report good
heat transfer rates and the efficient removal of products from the catalyst pores, which
effectively suppresses the hydrogenation of the primary olefin products. Partial
oxidation applications of heterogeneous catalysis in SCF media is another emerging
area, and a couple of examples (44, 45) are presented below.

Phase Transfer Catalysis. Liotta, Eckert, and co-workers (46) have recently
reported what is apparently the first published application of phase transfer catalysis
using a SCF phase; i.e., the nucleophilic displacement on benzyl chloride by bromide
ion in the presence of tetraheptyl ammonium bromide. This study also presents
solubility measurements for quaternary ammonium salts and 18-crown-6 ether in
SC-CO3 both with and without various cosolvents. This investigation opens many
new possibilities for chemical transformations in SCF media.

Heterogeneous Catalyst Regeneration. Catalyst deactivation is of significant
commercial importance in the design and operation of heterogeneous catalytic
reactors. Tiltscher and Hofmann (47) discuss the potential advantages of using SCF
media for in situ catalyst regeneration and present several examples where
supercritical fluids have been evaluated for preventing or mitigating the deactivation
of heterogeneous catalysts due to coking, fouling, and poisoning. In general, the
solvation of deactivating components in a SCF mixture combined with the improved
mass transport through catalyst pores (relative to liquid solutions) has shown the
potential for improving catalyst activity and the in situ regeneration of deactivated
catalysts. Much of this work has concentrated on the removal of coke precursors
from catalysts before they react to form intractable carbon (26). More recently,
Ginosar and Subramaniam (48) have reported the existence of optimum operating
conditions in the supercritical region where deactivation rates are minimized in
porous catalysts. In Chapter 16, Subramaniam and Jooma extend this previous work
to show how the removal of peroxide impurities from olefinic feeds leads to further
improvements in the maintenance of catalyst activity at supercritical conditions.

Selective Oxidations. This represents an important class of industrially-relevant
reactions that has seen only limited research in SCF media (26). These reactions are
often heterogeneously catalyzed in gas- and liquid-phase reactors and are typically
characterized by mass transfer limitations, low conversions, and poor selectivities.
SCFs are attractive for this class of reactions for many of the potential advantages
mentioned previously. For example, in heterogeneous reactions, mass transfer
limitations should be greatly reduced relative to the liquid-phase case, and there is a
possibility for homogenizing the reaction through the use of soluble organometallic
catalysts. Dooley and Knopf (44) present one of the earliest studies of partial
oxidation reactions in a SCF media—the partial oxidation of toluene to benzaldehyde,
benzyl alcohol, and the cresol isomers in SC-CO2 in the presence of a supported
cobalt oxide catalyst. Although they report low rates and conversions, this example
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suggests the technical feasibility of the catalytic partial oxidation of alkyl aromatics in
SCF solvents, which are of significant industrial importance. More recent published
examples of this general reaction class report the partial oxidation of methane to
methanol in both catalytic (45) and uncatalyzed (49) reactions.

Cycloadditions. There have been a number of studies over the last several years
of Diels-Alder cycloaddition reactions in SCF media (20, 26). This class of reactions
has been used, for example, to study pressure effects on reaction rates (50),
stereoselectivity (51), and isomerization (52) in SCFs. In Chapter 11 of this volume,
Knutson et al. present the results of a recent study of the Diels-Alder reaction of
maleic anhydride and 2,3-dimethyl-1,3-butadiene in supercritical propane with both a
reactive and an unreactive cosolvent.

Ionic Reactions. The potential for conducting ionic reactions in SCF media was
mentioned previously for hydrothermal reactions. As an additional example,
Brennecke, Chateauneuf, and co-workers present in Chapter 10 a study of solvent
effects on intermolecular interactions and reactivity for ionic reactions in SCFs.
Specifically, they measure reaction rates for the benzhydryl cation with
tetramethylethylene and triethylamine in SCF fluoroform. This paper also represents
the first application of a pulse radiolysis technique to monitor SCF reactions.

Enantioselective Synthesis. Asymmetric selectivity is becoming increasingly
important in chemical synthesis, particularly in the pharmaceutical industry (53).
Burke, Tumas, and co-workers (54) have recently reported the successful use of
enantioselective catalysis in a hydrogenation application in SCF CO2. This opens
exciting new possibilities for biologically-active products where stereoselectivity is
desired.

Enzymatic Reactions. Another emerging area of importance is that of enzyme-
catalyzed reactions in SCFs. Randolph et al. (55), Clifford (25), and Savage et al.
(26) provide reviews of the literature in this area, and general overviews are provided
by Aaltonen and Rantakyld (56), Russell et al. (57), and Nakamura (58). Results
presented in these reviews clearly show that enzymes retain their activity on exposure
to SC-CO,. In addition to the general characteristics of SCF solvents mentioned
previously, enzyme-catalyzed reactions exhibit the additional potential advantages of
pronounced chemo-, regio- and stereoselectivity for industrially-relevant compounds
(57). Much of the work in this area has focused on lipase-catalyzed esterification
reactions primarily in SC-CO, but also in other non-aqueous solvents. The
enantioselective synthesis of chiral pharmaceuticals has also been demonstrated (59).
Thus, conducting enzyme-catalyzed reactions in SCF media may provide an
alternative process to conventional aqueous routes that results in high value-in-use
products. This area will likely see growing attention as industrial interest in enzyme
catalysis increases (60).

Polymerizations. Polymerization and polymer modifications in SCF media have
seen widespread interest in recent years, and this trend will likely accelerate as
industrial motivations such as solvent replacement become increasingly important.
An overview of this rapidly growing field is beyond the scope of this summary, so the
reader is referred to recent, comprehensive reviews of this area by Scholsky (61) and
Kiran (62).
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Supercritical Water Oxidation. An emerging technology in the environmental field
that represents a more established application of reactions in SCFs is that of the
oxidative destruction of organic wastes in supercritical water, a process known as
Supercritical Water Oxidation (SCWOQ). Tester, et al. (63) have recently presented a
comprehensive review of ongoing fundamental research in this area as well as the
technological issues facing the commercial-scale development of this process. This
technology was also the topic of a recent specialized conference sponsored by the
U.S. Government Departments of Energy, Defense, and Commerce (64).

In general, the SCWO process is intended to carry out the total oxidative
destruction of hazardous organic compounds in aqueous waste streams. Although a
commercial SCWO process built by Eco Waste Technologies has recently begun
operation (65), this facility is limited to waste streams that minimize the impact of
two significant technical challenges facing this technology—scaling and corrosion.
The broader challenge limiting widespread commercialization has been to develop a
process capable of the efficient separation of inorganic salts to prevent scaling on
heated surfaces and to accommodate the complete destruction of halogenated
hydrocarbons with their associated corrosion. However, highly-efficient organic
destruction has been reported at relatively low reactor residence times (on the order of
one minute) for temperatures exceeding 550 °C. Under these conditions, many
organic compounds are completely miscible with the water, as are oxidizers such as
oxygen, peroxides, and nitrates. NOx formation is essentially undetectable due to the
relatively low temperatures (compared to incineration temperatures). This technology
is receiving significant interest for specialized applications such as the destruction of
chemical warfare agents, of organics in high-level radioactive wastes, and of highly-
toxic specialty pharmaceuticals, but the process has not received broad acceptance by
the chemical industry primarily due to concerns about the corrosion and scaling issues
and the process economics.

A number of the papers in this volume represent fundamental and applied studies
related to this technology. Chapters 3-S5 report new fundamental studies of molecular
interactions in supercritical water and the resulting effects on solvation and hydrogen
bonding. In Chapter 14, Gopalan and Savage present an elementary, free-radical
reaction mechanism to model the SCWO of a model aromatic compound (phenol) of
fundamental interest. Dell'Orco et al. report in Chapter 12 a study on the use of
nitrate and nitrite as oxidizers in the hydrothermal (both sub- and supercritical water)
oxidation of model compounds for an important radioactive waste. In Chapter 13,
Tester and co-workers describe both SCWO and hydrolysis of a chlorinated model
compound in a plug flow reactor. Bourhis, et al. report in Chapter 23 on the effect of
adding relatively small amounts of either hydrogen peroxide or nitric acid to the feed
stream to enhance initial oxidation rates. Abraham and co-workers discuss in
Chapter 15 the use of heterogeneous catalysts in SCWO to enhance complete
oxidation at lower operating temperatures. Mitton et al. address in Chapter 22 one of
the key technical concerns with commercializing this technology, that of process
vessel corrosion. They report both general corrosion as well as pitting and stress
corrosion cracking in high-nickel alloys. In Chapter 21, Downey and co-workers
present results of another corrosion study as well as results for the SCWO of certain
chemical weapon reagents. Blaney et al. describe in Chapter 30 another potential
application of this technology: the processing of pulp and paper mill sludge. Chen et
al. present in Chapter 24 the results of a simulation study for a concentric-tube reactor
design.
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Separations and Materials Formation with Compressed Fluid Antisolvents. Two
approaches involving the use of compressed fluid antisolvents to effect separations
have been investigated in recent years. The first, known as the gas anti-solvent
(GAS) process, employs an often overlooked property of supercritical fluids, that is,
their ability to dissolve in and expand numerous common organic solvents at
moderate pressures. Upon dissolution of the SCF, the expanded organic solvent
experiences a substantial decrease in its cohesive energy (solvent strength) enabling
the selective precipitation of solutes. This scenario forms the basis for a process that
shows great promise and is the object of much current interest. Applications as
diverse as citric acid and b-carotene purification, purification and comminution of
RDX explosive materials, the comminution of proteins, and the production of
biodegradable powders and polymeric microspheres are currently being studied (66-
70). The second variation, known as precipitation with a compressed fluid
antisolvent (PCA) (71), involves spraying liquid solutions into gas, liquid, or
supercritical fluid solvents to induce precipitation. It should be emphasized that the
solvent must dissolve in the SCF in the PCA approach, and as such, this process is
quite different from the GAS technique.

Several factors contribute to the attractiveness of the GAS process. Unlike the
more traditional SCFE processes, the SCF is not the extracting solvent but actually a
highly-soluble solute that forces other solutes out of solution (i.e., the SCF is an
antisolvent). Many materials of interest in the area of SCFE (e.g., pharmaceutical
compounds) possess high melting points and low vapor pressures, and thus have only
low solubilities in SCFs, even at high pressures. Whilst such low solubilities make
extraction and separation via SCFE unattractive, the low solubilities in the SCF
antisolvent can benefit the GAS process. In addition, the solute handling capacity of
the GAS process is dictated not by characteristically low SCF solubilities, but instead
by the solubility of the solute in the organic solvent, which is normally many orders
of magnitude higher.

While avoiding the low capacity problems of more traditional SCFE processes, it
is important to note that the GAS process still takes advantage of many of the positive
features of SCFs. The beneficial mass transport properties (low viscosity, high
diffusivity) are responsible for the rapid dissolution of the SCF into the liquid phase.
The sensitivity of the SCF density to changes in pressure and temperature are to some
extent passed on to the expanded liquid phase, which also manifests rapid changes in
density (and thence solvent power) with changes in temperature and pressure near the
critical locus. In some respects, the GAS process can be seen as combining the best
features of SCFE and conventional liquid solvent processing.

Another attractive feature of the GAS process is the degree of control that is
possible over the crystallization process. The degree of dissolution of the SCF into
the liquid phase, and hence its subsequent expansion, are primarily governed by the
system pressure. As a result the yield of precipitate and its composition have been
shown to be strong functions of pressure, a process variable which can be
reproducibly achieved and much more rapidly manipulated than, for instance, the
system temperature. Control of crystal morphology, particle size, and the size
distribution of the resultant crystal population can also be exercised by control of the
rate of addition of the SCF antisolvent.

Despite the obvious potential of the GAS process, very little is known of the
effect of operating conditions on the resulting separation efficiencies and crystal
morphologies. Quantitative findings are especially rare. Previous studies into the
GAS process (66, 67, 72) have primarily concentrated on the purification of complex
and difficult-to-characterize mixtures, while few (68, 73) have dealt with simplified
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systems from which a fundamental understanding of the process can be acquired. In
even fewer cases has a methodical study of single-solute GAS systems been linked to
more complex systems involving the expansion of solutions containing multiple
solutes (73). The consequent lack of basic understanding of the GAS process is a
major hindrance to its commercialization. Part of the difficulty lies in the fact that the
GAS process generally involves multiple solutes, a liquid solvent and a SCF
antisolvent. In order to develop a fundamental understanding of the GAS process, it
is necessary not only to examine the process itself, but also the interactions between
the various components (solute + SCF, SCF + solvent, solute-1 + solute-2 + SCF,
solute + SCF + solvent, and finally solute-1 + solute-2 + solvent + SCF).

In the PCA method, the solvent must dissolve in the SCF or undesired material is
formed. The goal of the process is not to expand the liquid, but rather to achieve
rapid two-way mass transfer to dry the materials being formed. The antisolvent is
usually a liquid or a SCF rather than a gas, but the term "compressed fluid" is used to
include all three states. The liquid is sprayed into the fluid through a nozzle, and the
morphology is strongly influenced by the nature of the resulting jet. Because of
orientation in this jet, a variety of morphologies may be made with PCA that cannot
be achieved with the GAS technique, although both processes have interesting and
practical potential applications. The PCA process has been used to form
microspheres, microporous fibers, hollow microporous fibers, asymmetric
membranes, highly oriented fibrils (< 1 pm), and microcellular foams (see for
example (74)).

Rapid Expansion of Supercritical Fluid Solutions—the RESS Process. The
manufacture of highly-uniform fine powders and microspheres using the RESS
process has been demonstrated at bench and pilot scale. The principle of this exciting
new technique exploits the unusual properties of supercritical fluids. The solubility of
many organic compounds in SCFs are often enhanced to levels more than 106 times
higher than the solubilities predicted from ideal gas considerations. If a SCF
containing a dissolved solute is rapidly expanded to atmospheric pressure, then the
supersaturation of the solute reaches very high levels, resulting in very rapid
nucleation and, consequently, the production of a uniform fine powder. Results of the
first serious study of RESS were published in 1984 (75), and numerous investigations
have been reported since. The solute-SCF combinations that have been used include
germanium oxide and water (76), polycaprolactone and COz (77), and
polycarbosilane and pentane (78). The application of RESS technology to the field of
encapsulation was investigated in a recent study by Tom et al. (79). The production
of composite drug-polymer (poly-L-lactic acid and lovastatin) microspheres using
supercritical CO, was examined. The results indicate that whilst the concept may be
technically feasible, a complete understanding of the mechanics of the process has not
been achieved.

Many industries are replacing existing solvent extraction processes with SCFE
plants because this eliminates the use of organic solvents and the associated waste
treatment and handling problems. An area of considerable significance in this respect
is the microencapsulation of active fragrance and flavor agents within a coating of a
protective material. This technique is widely used in the food processing industry
with more than 15,000 tons of encapsulated flavoring products being used within the
United States each year (80). Many of the chemicals that are used in the flavor and
fragrance industry are volatile, thermally labile, sensiiive to oxidation, and relatively
expensive. Microencapsulation is used to reduce the reactivity between the active
agent and the outside environment, to enhance materials handling, and to achieve
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controlled release of the active ingredient. The results of microencapsulation include
extended shelf life of products, the prevention of loss of valuable components, the
ability to utilize sensitive materials, and the capability of incorporating time-release
mechanisms into products. Typical applications of microencapsulation are listed in
Table I.

Table I. Typical Applications of Microencapsulation (81,82)

Achieving the gradual release of flavors during
microwaving and fragrances in emollients.

The protection of aspartame during cooking.

Oxidation protection for sensitive oils and essences.

Protection during freeze/thaw cycles

Masking the taste of potassium chloride.

Reducing undesirable interactions between chemicals
within a mixture—e.g., choline chloride and
vitamins.

The basic process involves extracting both the flavor agent as well as the
encapsulation material (usually starches or carbohydrates) and then expanding this
solution through a small orifice to produce microspheres containing the active agent
coated with the encapsulation material. The advantages of RESS are best illustrated
with reference to existing microencapsulation technology.

A range of conventional techniques exist for achieving microencapsulation in the
food and fragrance industries. Spray drying is the most common method of
microencapsulation, and it is also the simplest. The active agent as well as the
encapsulation material are combined in an emulsion and then atomized through a
nozzle into a drying chamber where hot air evaporation leads to the formation of an
impervious surface film. Although widely used and relatively simple, the major
drawbacks of this technique are the elevated temperatures (> 100 °C), which can
degrade sensitive materials, and the potential for oxidation of the active agent. The
overall loss of active ingredient within the drier can be as high as 50% and is a
function of the feed composition (81). Another important technique is the extrusion
of the active ingredient and the coating material. Although low temperature extrusion
processes have been developed, typical temperatures are still in the range of 85 to
130 °C which prohibits the processing of volatile and temperature-sensitive materials.
Alternative techniques used for achieving microencapsulation include spray chilling,
fluidized bed coating, centrifugal extrusion, coacervation, and cocrystallization. Two
potential disadvantages of many of these processes include the difficulty of
processing thermally-sensitive compounds and the potential for product
contamination if additional chemicals such as surfactants are used in the treatment. In
addition, the composition of the encapsulated particles is often constrained to
undesirable levels of below 10-15% active agent by the processing technique.
Generally, the production of particles with higher concentrations is accompanied with
unacceptable losses of the valuable ingredient.

The RESS process has the potential to eliminate some of these problems. The
processing temperature can be as low as 40 °C which would eliminate problems of
chemical decomposition or loss of activity caused by the elevated temperature
processes listed above. The production of composite particles of poly-L-lactic and
lovastatin with lovastatin concentrations of 20 to 37% has been reported (79), which
indicates that the composition of the encapsulated product can be varied as a function
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of the supercritical solution composition. A further advantage of this technique is that
the only chemicals necessary for treatment would be the encapsulation material, the
active agent, and CO3, thus eliminating all potential for contamination of the final
product with residual solvent. The potential exists to develop a processing
technology that can yield tailor-made particles that have extended shelf life and can
be used for a range of applications, in particular facilitating the microencapsulation of
substances that are currently difficult or impossible to treat with existing techniques.

Supercritical Fluids in the Forest Products Industry. Another interesting
application area for supercritical fluid technology is found in the forest products
industry, including pulp and paper processing. Kiran presents an overview of this
area in Chapter 26 as well as some new results for polymer impregnation in wood.
This review chapter is followed by several additional chapters describing particular
applications of SCF technology of interest in the industry. Hassan, et al. describe in
Chapter 27 experimental phase behavior measurements for several wood
preservatives in SC—-CO». In Chapter 28, Sahle-Demessie et al. present results on
impregnation of such chemical preservatives into wood using SCFs. In Chapter 29,
Vandana and Teja present results on the extraction of the promising cancer drug taxol
from the bark of yew trees using SC-CO;. And finally, Blaney, et al. present in
Chapter 30 results of an application of SCWO for the treatment of pulp and paper mill
sludge. Although not specifically included in the discussion in these chapters,
another interesting extension of this natural products area is the SCFE of other
medicinally-active compounds and of natural flavors from plant sources (see for
example (83)). In Chapter 25, Hortacsu et al. present results on the mathematical
modeling of release mechanisms of such extractable compounds from plant matrices
during SCFE.
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Molecular-Based Approach to Gas Solubility
at Near-Critical Conditions
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Exact expressions for Henry’s constant, the solute distribution factor, and
Ostwald coefficient along the solvent’s orthobaric curve are derived
through the statistical mechanical interpretation of the second derivative of
the system’s Helmholtz free energy at infinite dilution

A¥x =—(3P/0x,)T 5. This quantity, whose critical value — Krichevskii’s

parameter — defines the asymptotic behavior of several important
solvation properties at criticality, allows a natural splitting of the system’s
thermodynamic properties into solute-induced (finite) and compressibility
driven (diverging) contributions. The observed disparity between the
critical and the fitted asymptotic behavior as well as the density 3
dependencies of Henry’s constant and the solute distribution factor along
the coexistence curve are then statistical mechanically interpreted. In
addition, the linearity (or lack thereof) in the orthobaric density
dependencies of coefficients away from the solvent’s critical point is
rationalized. Finally, the formalism is illustrated with integral equation
calculations for infinitely dilute binary solutions of hard core Yukawa
fluids.

Despite more than twenty years of intense activity in the field of gas solubility and
its importance in several application-oriented topics of interest such as biomedical
technology (the enhanced oxygen solubility in perfluorinated hydrocarbons as blood
substitutes and gas carriers in liquid breathing (/)), anesthesia (2), environmental
pollution control (oxygen and ozone in water for waste water treatment),
geochemistry (undersea gas hydrates (3)), and chemical process design (enhanced oil
recovery, gas sweetening, sludge oxidation), accurate high-temperature gas solubility
data are still scarce. The extrapolation of low-temperature behavior to higher
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temperatures is not an appropriate approach because the solubility of gases along the
saturation curve decreases with temperature, goes through a minimum, and then
increases steadily as the system approaches the solvent’s critical point (4). This
behavior, which appears to be a universal feature for aqueous and non-aqueous near-
critical solvents (5) prompted some authors to seek some phenomenological
justification (5-7).

In particular, Japas and Levelt Sengers (7) derived the limiting temperature
dependence of Henry’s constant and the solute distribution factor K> and presented
two useful linear correlations for these quantities in terms of the so called
Krichevskii’s parameter and the solvent’s orthobaric density around the solvent’s
critical point. Later, Wilhelm (8) suggested an alternative asymptotically linear

relation involving the Ostwald’s coefficient L, rather than of the K*°, arguing that

this quantity might show a wider linear range than that for K*.

Although more insightful than the phenomenological approach, the elucidation of
the molecular mechanism underlying the solubility of gases in liquids represents a
formidable challenge and has eluded chemical engineers searching for better
macroscopic correlations to properly describe the temperature dependence of gas
solubility. The solvation process has usually been portrayed as the transfer of a solute
molecule from a fixed point in an ideal gas phase to a fixed point in a condensed
phase composed of a solvent at constant pressure (or volume), temperature, and
composition (9). Therefore, this microscopic interpretation characterizes the solvation
phenomenon as a solvent effect in that the final state involves solute-solvent
interactions which are absent in the initial state. Although there is nothing wrong with
this approach, we find more convenient for our purposes to interpret solvation as the
local rearrangement (perturbation) of the solvent structure around the solute molecule
with respect to that around any solvent molecule at the same temperature and density,
i.e., the perturbation from the structure of the ideal solution. It becomes immediately
clear that this perturbation is the result of the solute-solvent molecular asymmetry
(nonideality), i.e., a solute-induced effect (10).

As the infinitely dilute system approaches the solvent’s critical condition, the
solvation quantities may be obscured by the diverging critical quantities so that it is
imperative to be able separate the two contributions. We have recently pointed out
that the coexistence of both short- (solvation) and long-ranged (compressibility
driven) effects makes supercritical solutions challenging to model, but, at the same
time, this feature suggests a natural way to characterize their thermodynamic
properties in terms of solvation and compressibility driven contributions (10). This
characterization allows us to evaluate the impact of molecular asymmetry on the
system’s thermodynamic properties by discriminating between the effects due to the
perturbation (solvation) and those due to its propagation (compressibility driven).
Based on this idea we have recently developed a rigorous molecular-based formalism
to establish the microscopic basis of supercritical solvation in terms of well-defined
molecular correlation function integrals (10).

The main question we will address in this paper is how such a characterization can
be used to shed some light on the solvation of gases in near-critical solvents from a
statistical mechanical rather than a phenomenological viewpoint. In this paper we
briefly review an extension of the previous solvation formalism for dilute mixtures
based entirely on the statistical mechanical interpretation of the second derivative of

the system’s Helmholtz free energy at infinite dilution, A7, =—(dP/0x,)T,,. First, we

derive rigorous statistical mechanical expressions for the temperature dependence of
Henry’s constant and the distribution coefficient (and consequently Ostwald
coefficient) along the vapor-liquid coexistence curve in terms of the volumetric and
entropic solute-induced effects. Then, we discuss the rationale behind the observed
linearity of the orthobaric density dependence of these coefficients in the vicinity of
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the solvent’s critical point. Finally, we present some integral equation calculations to
illustrate our formalism for infinitely dilute binary solutions of hard core Yukawa
fluids.

Theoretical Background

Let us consider a system composed of N molecules interacting with the same
intermolecular potential, i.e., an ideal solution of (N-1) molecules labelled solvent and
one molecule labelled solute in a volume V, at temperature T, and total pressure P.
The infinitely dilute solution can be formed in a “thought solvation process” in which
a solvent molecule (labelled solute in the ideal solution) mutates into a true solute
molecule. This hypothetical process, the realization of Kirkwood’s coupling
parameter charging (see (1) for details), involves an isothermal-isobaric coupling
work equal to the difference of residual chemical potential between the infinitely
dilute solute and the pure solvent at constant temperature and either constant volume
or pressure (/0)

p(P) oo
wrap-peap=| (&) ® 1)
0 dx, TP

where superscripts r, 0, and o indicate a residual property, a pure component, and an
infinitely dilute solution, respectively. We have recently derived several equivalent
statistical mechanical expressions which depict this derivative as the isothermal-
isochoric finite pressure change induced by the microscopic rearrangement of the
solvent structure around the infinitely dilute solute relative to that in the
corresponding ideal solution (pure solvent) (/2). Consequently, from a microscopic
viewpoint this derivative measures the amplitude of the solute-induced perturbation of
the solvent structure, whose effect propagates out a distance proportional to the
solvent’s correlation length. Since the latter is proportional to the solvent’s isothermal
compressibility, the propagation distance diverges at the solvent’s critical point even

though the amplitude of the perturbation, and consequently (9P/dx,)T ,, remain finite

(13). In particular, at the solvent’s critical point, (0P/dx, )1’[-‘;,9c defines Krichevskii’s
parameter (for a detailed discussion see (10,12-14)).
According to the statistical mechanical interpretation of (JP/0x;)T, and its

finiteness we can point out that the species residual chemical potentials are finite and
involve short-ranged interactions, e.g., those associated with the rearrangement of the
solvent structure around the solute. Accordingly, we can also define the short-ranged
(SR) enthalpic and entropic counterpart of equation (1), i.e., the enthalpic and entropic

solute-induced effects in terms of (dP/dx,)T , and/or its temperature derivative (10).

Here we simply quote the resulting expressions (Chialvo et al., submitted to AICHE
J.)

V5 (sR)- 97 = (B/p)(3P/0x,)7, (2)

for the volumetric solute-induced effect,
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p(P) S p(P) -
(B ()b = (B_P) d, o[ (20T, dp
T do %, Tp p? aB N 02

0
3)
_B oP) ( oP
aB 8x2 Tp
for the enthalpic solute-induced effect and,
o] (KB Y3 (2P
-l {555 5]
C))

P d(dP/dx;)T, | dp
bl A e
0 p.x

corresponding to the entropic solute-induced effect, where V is the solute partial
molar volume at infinite dilution, Vf’ = p_l, B=1/T, k is Boltzmann’s constant, and

the first integral in the right-hand-size of equation (3) is just (n5”(T,p) — R{°(T,p)).
Note also that by substituting equation (2) into equations (3)-(4) and recalling the
definition of a residual property at constant density and temperature, we also have
that,

[H§°° (SR) — h{"]_r,P = [ﬁ?"(SR) —-uf® o~ ﬁ(%)p[V; (SR)— v} ]T,P ®)

where [...]o,p indicates that the residual properties between brackets are defined at
fixed values of the variables (o), u denotes internal energy and,

[§5°°(SR)—5{°]T,P =[§2'°"(3R)—s . —B( ) [V§° (SsR)— v1] (6)

Therefore, from equations (3)-(6) the change of Gibbs free energy for the solvation
process of an infinitely dilute solute in a pure solvent can be recast as,

AGgoivation = [H?(SR) - h{o rp T[§£°°(SR) - S{O T.P

Q)

=[5 (sm) - uf° ) ~T[55(sR) - sp° -
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which indicates that the solvation can be entirely characterized by the finite
perturbation of the solvent structure due to the presence of the solute, i.e.,
compressibility driven effects play no explicit role in this process.

Gas solvation in particular involves systems with (E)P/axz)?,p >0, i.e., volatile

solutes (/3) or weakly attractive and repulsive systems in the classification of
Debenedetti and Mohamed (15). The volumetric solute-induced effect, according to
equation (2), translates as a short-ranged contribution of the solute partial molar
volume at infinite dilution being smaller than the pure solvent molar volume. In
microscopic terms this means that the solvation shell around the solute is solvent-
depleted. This behavior suggests at least a pair of obvious questions: What is the role
played by the solute-induced effects in the solvation of gases? Is there any molecular
(statistical mechanical) connection between the temperature dependence of the gas
solubility coefficients and the thermal solute-induced effects? In the next section we
address these questions in relation to the gas solubility at near critical conditions.

Temperature Dependence of Henry’s Constant and Solute Distribution Factor

The derived expressions for the volumetric and thermal solute-induced effects are
now applied to study the orthobaric temperature dependence of Henry’s constant,

Hj,1(T), and the solute distribution coefficient, K*(T). Along the orthobaric curve ¢
these two quantities can be written as (7)

in[Hy, (T)/£°(T)] =Ba™
@®)

and,
InK*=(T) = lim |
nK™(T) = lim_ n(ya/x,)
9
= Bfaf” -257)

where x2 and y; denote the solute mole fractions in the liquid and vapor phases,
respectively, a" = A" /N is the residual Helmholtz free energy per molecule,
ag =(aa'/8a)f,~°,p, superscript oo indicates infinite dilution, and o denotes the

solute’s mole fraction in either phase. For the sake of completeness we also mention
Ostwald’s coefficient, L, which is related to K™ as follows,

L = (k)" (o6 /o) (10)

Note also that the composition derivative, ay , is given by the integral

PP 9p Y™ 4
a{f’:J (_] d ay
0 3(12 T,pp
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Therefore, according to equations (8)-(10), the temperature dependence Hp 1(T) and
K°°(T) are directly associated to the temperature dependence of the integral (11) along
the saturation line, i.e.,

)6 e
ar ) Ler ) ap ) \dT g

where the partial derivatives of ag,” are simply the phase’s volumetric solute-induced

effect ,

[aaa) pien-vil) . a=xy mdow=1y (13)

and the phase’s entropic solute-induced effect ,

(aa"”) = eR =P | a=xy ado@)=Lv (14)

with s"(T,p) being the residual entropy per molecule (7). Therefore, according to

equation (8), the orthobaric temperature dependence of In(H, ; / f’) is directly linked

to the behavior of the solute-induced effects on the properties of the condensed phase,
ie.,

In[Hy (/£ (D)]= (T /Tin[Ha 1 (T)/£(To)

T p
_Bj (85 (sm) - sP° )T T+ T"jTo (5 (s - v?)T,pl dp'

T, P
(15)

Analogously from equation (9), the orthobaric temperature dependence of InK™(T) is
linked to the difference in solute-induced effects between the two phases in vapor-
liquid equilibrium, i.e.,

oT

InK™(T) =B [(§5°°(SR) SR CACORE ) M ]dT

YT,

(16)

1 v

p p
+T7! jTG(V;‘(SR) - v?)T,p' dp' _j (v2 (SR) -V )T o dp*

Pec
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where K*°(T)=1. Note that, for the sake of clarity in our analysis, we have used the
“macroscopic” forms (as opposed to the statistical mechanical interpretation) of the
solute-induced effects. A detailed analysis of the statistical mechanical counterpart of
these effects are given elsewhere (10).

In what follows, we seek an interpretation of the conditions that the solute-
induced effects should satisfy, in the vicinity of the solvent’s critical point, in order

for Hp,1(T) and K*(T) to follow the linear behavior depicted by the asymptotic
expressions proposed by Japas and Levelt Sengers (7), i.e.,

Tl"(H2,1/f1°) AT (kpc ]( aaP ]Tc Pe (pl i pC) o

and,

w (2 YoPY)
TihK™ =| — | — p - (18)

where the constant A =T, ln[Hz,l(TC)/ f (TC)] (16) and p' is the orthobaric liquid

density with a critical value pe.

The asymptotic expression (17) implies, according to equation (15), that the
integral of the entropic solute-induced effect in the condensed phase must be
negligibly small in comparison with the other two terms in equation (15). Likewise,
the asymptotic expression (18) implies that the solute-induced effects in both phases
are of similar sizes in the neighborhood of the solvent’s critical point, so that the first
integral in equation (16) cancels out while the second can be replaced by a density-
averaged value, i.e., p;?'(E)P/E)xz):}"c P = p_z(aP/axz)}",p. A more complete

interpretation of the validity and the rationale behind the success of these asymptotic
equations is discussed elsewhere (Chialvo et al., submitted to AICHE J.).
Integral Equation Calculations

In this section we illustrate the thermodynamic behavior of an infinitely dilute
solution of neon (Ne) along the coexistence curve of the solvent, xenon (Xe), and
extract some important information about the orthobaric density dependence of

(0P/dx,)T,, in the vicinity of the solvent’s critical point. The system is modeled as a

two-component hard core Yukawa fluid (HCYF) (/7), for which the intermolecular
potential ¢y(r) is,

a4 if r< GU
¢;(r) = 19

mij (r) if r> Gij
where Gjj is hard-sphere diameter for the ij-interaction, and

oy(r) = -2 L exp(-0(r - o) (20)

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washmgton DC 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch002

August 10, 2012 | http://pubs.acs.org

2. CHIALVO ET AL.  Molecular-Based Approach to Gas Solubility 41

Although real fluids do not follow this behavior, they can be qualitatively
described by this simple model. In particular, the parameters ojj and €j; can be
identified with the corresponding size and energy Lennard-Jones parameters, and the
unlike interactions follow the Lorentz-Berthelot combining rules. Following
Henderson et al. (17) we choose o;;04;=1.8 for all ij-pairs.

The rationale behind this choice is twofold: despite its simplicity this model shows
a vapor-liquid phase transition and, within the mean spherical approximation (MSA)
closure, this model offers an analytical solution to the Ornstein-Zernike equation (I8).
According to the analysis of the previous sections, the integral equations calculations
must be carried out using a theory which is able to provide a consistent description of
both the structure and the thermodynamics in the vicinity of the solvent’s critical
point. By consistency we mean that the critical point of the liquid-vapor coexisting
curve, obtained from the condition of equal chemical potentials and pressure in both
phases, should coincide with the critical point of the spinodal line defined by the

condition B(dP/dp), =1-pc(0) =0.
To achieve this consistency we have chosen the generalized MSA (GMSA), which
for the present two-component system reads,

N
- -1 (n) (n) ;
cij(r) = -Bmij(r) +r Z Aijn exp(—zijﬂ r) ifr> Gij @)

n=1
hij(l')=—1 if r<Gij

where the Yukawa terms are introduced to correct the regular MSA for
thermodynamic self-consistency. If the contact values of the radial distribution
functions g;jj (r) are known, then the method of Hgye and Stell (19) can be used to
determine the Yukawa coefficients in equation (21) which will enforce
thermodynamic consistency.

In the present study we consider an infinitely dilute solution, which means that the
correction is only done for the solvent-solvent correlation, and for simplicity, we

truncate the summation of Yukawa terms at N=2, with G“zill) =9 and anﬁ) =16.

The parameters Af'l') (n=1,2) follow from the solution of the constraints imposed on

the contact values of the pair correlation functions and the isothermal compressibility,
i.e., the condition of thermodynamic consistency. One way to do this is by means of
an equation of state derived via the MSA energy route (/9) which yields quite
accurate thermodynamics. However, for the sake of simplicity, here we used the
thermodynamic results from a perturbation theory presented elsewhere (17). In
addition, the solute-solvent interactions must be chosen such that the solvent and
solute chemical potentials become equal for the limiting condition in which the solute
potential parameters become identically the same as those for the solvent. To satisfy
this condition we assume the convenient though arbitrary relation for the Yukawa
parameters,

(n) _ (n)
OijZij * = 02y

(22)
€:..0::
A§F)= ] Aﬂ)
€101
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The solution of the GMSA with the Yukawa coefficients as defined in equation
(22) is obtained by the Baxter factorization method (20). The general scheme of the
solution is similar to that presented elsewhere (21,22). In the present case the
analytical solution results in a set of non-linear algebraical equations for the Yukawa

parameters, Ag'l‘), together with the parameters related to the Baxter factorization

functions. We solve this set of equations by an iterative approach as described by
Kalyuzhnyi and Holovko (23). In summary, this formalism gives a self-consistent
description of both thermodynamics and microstructure for the model in the entire
region of state conditions of interest.

In Figure 1 we show the vapor-liquid coexistence curve for the pure solvent,
described as a hard sphere Yukawa fluid. Note that the binodal and spinodal curves

meet at the critical conditions, i.e., kT./g;; =1.2561 and pccf 1 =0.3129 where o

and €, are the solvent’s size and energy parameters.
In what follows we study an infinitely dilute solute 2 in a solvent 1 characterized

by a ratio of size parameters (0,,/0);)=0.697 and a ratio of energy parameters

(e42/€11) = 0.142. These ratios correspond to the system Ne(2)-Xe(1) if described as
Lennard-Jones spheres (10).

13
1.2
1.1

1.0

temperature

LA LA S S e

0.9

L

0 0.2 04 0.6 0.8 1
density

0.8

Figure 1. Phase envelope of a hard core Yukawa fluid with o;;61,=1.8 as
predicted by the integral equation calculations. Temperature and density in
units of £/ and 6.

Figure 2 shows the comparison between the behavior of the infinitely dilute solute
partial molar volume, V5, and its corresponding short-range (SR) contribution,
V5 (SR), along the coexistence curve of pure solvent as predicted by the integral
equation calculations. In Figure 3 we show the behavior of ¥5 (SR) in more detail.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch002

August 10, 2012 | http://pubs.acs.org

2. CHIALVO ET AL.  Molecular-Based Approach to Gas Solubility

LI LA I LA BN AR BN SLENLENLAN (LA N BN

1400
1200 |
100.0 |

-—00

Va

80.0 i SR+LR
600 F [/ e SR
40.0 |

200 F ¢

00 Lo b by by b Lo La
015 02 025 03 035 04 045 05

orthobaric density

Figure 2. Orthobaric density dependence of the infinite dilute solute partial
molar volume for the hard core Yukawa solution with 0;,61,=1.38.
Comparison between the total (SR+LR) and the short-range (SR)
contributions. Volume and density in units of &1;.
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V3 (SR) i ]
120 | |
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40 s b b b b L a b
0.15 02 025 03 035 04 045 0.5
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Figure 3. Orthobaric density dependence of the short-ranged contribution to
the infinite dilute solute partial molar volume for the hard core Yukawa
solution with ot;;671=1.8. Arrow indicates the location of the solvent’s critical

density. Volume and density in units of 6.
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The orthobaric density dependence of (dP/0x,)T,, for this type of mixture is

shown in Figure 4 in comparison with two special cases; one in which 64, =6;; and
€y, =0.142¢,,, and the other in which 65, =0.6976; and €5, = &;;.

2.0 SLBLANLALEE N N NN SRS BLNLELELEE B ALELELES NLNLELELE
(dP/dx, )1 F o eeeees 1.00,,,0.142¢;, .
LSt 06970,,0.142¢, o ]
10 _ 0.6970y;,1.08;; _
05 | ]
0.0 [ e e s e — _:
‘0.5 :"'|||||||....|;...l....l.,..I,,..:

0.15 02 025 03 035 04 045 05
orthobaric density

Figure 4. Comparison between the orthobaric density dependence of
(dP/0x,)T, for three repulsive infinitely dilute hard core Yukawa fluid

mixtures with o} ;6;1=1.8. The coefficients indicate the relative sizes of o)
and €, with respect to the solvent’s parameters. Pressure and density in units
of in units of £;; and 61;.

Note that the change in the solute’s size and energy parameters, G2 and €22,
shows opposite effects on (0P/dx,)t ,. This behavior may explain the quasi-linearity

on the orthobaric density dependence of (dP/dx;)T - In Figure 5 we show that as the

size of the solute’s potential parameters approaches those of the solvent, (9P/dx,)t
becomes negligibly small, i.e., the solution becomes ideal. From Figures 4 and 5 we
find that within the density range (0.74 < p, <1.28), the average value of (dP/0x,)T,
along the orthobaric curve, i.e.,

pc+a
(

Ry = d
o @Rxa);, =200 (oRran);,

P-4

departs less than 0.04% from the corresponding value at criticality, i.e.,

po2 (9P/3x,)7 , = p~(aP/ox,)7 .

which is one of the conditions discussed at the end of the previous section.
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0.08 [
(dP/dx,)~ - ]
T 0.06 [ .
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002 [ —--- 1.00,,,095¢;, N
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Figure 5. Comparison between the orthobaric density dependence of
(0P/0dx,)T,, for three repulsive infinitely dilute hard core Yukawa fluid

mixtures with ®;;611=1.8. The coefficients indicate the relative sizes of G5,
and €, with respect to the solvent’s parameters. Pressure and density in units
of in units of €7 and 61;. Note the change in scale.

Final Remarks

In this paper we have briefly reviewed a generalization of our previous solvation
formalism to fluid mixtures involving any type of molecular asymmetry. The current
analysis provides a clear statistical mechanical interpretation of the splitting between
solvation (finite) and compressibility driven (diverging) contributions to
thermodynamic properties of supercritical solutions. Specifically, the formalism
connects the changes of the solvent’s local environment around an infinitely dilute

solute (solute-induced effects ~ (dP/dx,)t,,) with the solvation contribution to the

infinite dilution solute partial molar properties. Moreover, the statistical mechanical
interpretation of solvation in terms of solute-induced effects offers some insight into
the molecular mechanism behind the orthobaric temperature dependence of Henry’s
constant and the solute distribution factor. Using integral equation calculations for
hard core Yukawa fluids we were able to give some microscopic support to our
statistical mechanical interpretation of the agreement between the asymptotic
expressions for the solubility coefficients and their actual behavior beyond the
asymptotic region. The complete microscopic picture of this interpretation must
include the analysis of the entropic solute-induced effects. This part of the study is in
progress.
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Chapter 3

A Molecular Dynamics Investigation
of Hydrogen Bonding in Supercritical Water

Tahmid 1. Mizan, Phillip E. Savage, and Robert M. Ziff

Department of Chemical Engineering, University of Michigan,
Ann Arbor, MI 48109-2136

The extent, distribution, and temporal and structural aspects of
hydrogen bonding in supercritical water were investigated through
molecular dynamics simulations at 773 K and densities between 115

and 659 kg/m3 using a flexible water potential. Pair energy
distributions in supercritical water do not have the bimodal nature of
liquid water distributions. Supercritical water molecular pairs are
energetically disposed towards parallel alignment of dipoles in the first
solvation shell whereas liquid water pairs favor a near-orthogonal
orientation. An energetic criterion was used to identify hydrogen
bonded molecular pairs. The number of hydrogen bonds per water
molecule in supercritical water is one-sixth to one-half of that present
in ambient water. Unlike in ambient water in which almost all the
molecules belong to a hydrogen bonded gel, hydrogen bonded clusters
in supercritical water typically consist of fewer than five members.
The persistence time constant for hydrogen bonds is 0.1 ps in
supercritical water in contrast to 0.6 ps in ambient water.

Hydrogen bonding in ambient liquid water has been extensively studied (/). Many of
the interesting and indeed, chemically and biologically significant properties of liquid
water can be attributed to hydrogen bonding. Of late however, supercritical water
(SCW) has shown potential as a medium for chemical processes (2). It is particularly
attractive as a solvent because many of its properties can be tuned by adjusting the
temperature or pressure. Pyrolysis (3), hydrolysis (4), oxidation (5) and
electrochemical reactions (6) are examples of the range and variety of reactions
possible in SCW. There is, however, an incomplete understanding of the nature of
SCW and the role it plays in the progress of these reactions. Whether hydrogen
bonding exists in SCW to a significant degree is still a matter of study. The influence
of hydrogen bonding on any medium is evident not only in the strength of interactions
between molecules but also in the dynamics. Hydrogen bonding manifests itself in the
pair correlation functions, dimer energy distributions, dielectric constant, and in
molecular relaxation processes. Clearly, information on the nature and extent of
hydrogen bonding in SCW and the underlying molecular phenomena would advance
understanding about the solvent behavior of SCW.

There have been only a few previously published computer simulation studies of

0097—-6156/95/0608—0047$12.00/0
© 1995 American Chemical Society
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hydrogen bonding in SCW, although some studies (7) have alluded to hydrogen
bonding in describing structural and other phenomena observed in SCW. As
discussed more fully later, simulation studies use either a geometric definition or an
energetic definition of hydrogen bonding. Cochran et al. (8) examined hydrogen
bonding in SCW using a rigid simple point charge (SPC) water model (9). Using the
geometric definition, Cochran et al. found that the number of hydrogen bonds per
water molecule in SCW was about one-third that in ambient water. They observed
that the identity of the central particle, whether it was a water molecule, an ion, or a
polar or non-polar molecule, had little influence on the number of hydrogen bonds per
water molecule. The absolute number of hydrogen bonds around the solute was,
however, influenced by its nature because of the enhanced (or depressed) local
density effect. It was also found that the degree of hydrogen bonding in the
supercritical region decreased with density. In a follow-up study Cummings et al. (10)
examined hydrogen bonding in SCW for a number of new solutes. Little additional
insight was obtained, however, except for the observation that highly polar aromatic
solutes such as benzonitrile may increase the degree of hydrogen bonding in SCW.
Mountain (/) investigated hydrogen bonding in SCW using 108 molecules
interacting via the TIP4P (/2) pair potential which models the water molecule as a
rigid rotor with four interaction sites. His simulations were of only 3.32 ps duration,
but covered temperatures and densities from the vapor-liquid coexistence curve to
1100 K and from 100 kg/m3 to 1000 kg/m3. Mountain also used a geometric
definition of hydrogen bonding and found that the average number of intermolecular
hydrogen bonds per water molecule, nyg, decreased with an increase in temperature.
Moreover, a definite temperature scaling trend was observed for the ratio ngp/n,

where n is the number density, except at supercritical densities below 450 kg/m3.
Experimental results from neutron diffraction with isotopic substitution (NDIS)
studies seem to show almost no evidence of hydrogen bonding at the supercritical
temperature of 673 K and density of 660 kg/m3 (13). This assertion is based on the
absence of a peak in the oxygen-hydrogen pair correlation function, goy, at 1.8
which typically appears whenever hydrogen bonding exists. These experiments are
very difficult (14) and additional independent confirmation of these results is awaited.
On the other hand, infra-red absorption studies for the O-D stretch in dilute
mixtures of HDO in H0O, by Franck and Roth (I5) have provided contrary
information. At 673 K and a very low density of 16.5 kg/m3 they observed distinct
R-, Q- and P- branches of the O-D vibrations. These branches are in agreement with
the corresponding vibration-rotation structures observed for the free HDO molecule.
At densities above 100 kg/m3 the Q branch was no longer observable, however, an
absorption maximum is clearly visible. This peak is said to be indicative of hydrogen
bonding, and its frequency increased with decreasing density. Since no separate
absorption frequency at 2700 cm-!, the characteristic frequency for free O-D groups,

was noticed above 100 kg/m3, it follows that above this density some form of
hydrogen bonding exists. Thus, while neutron diffraction experiments seem to
indicate an absence of hydrogen bonding even at high densities, spectroscopic
evidence suggests otherwise.

Recently, Chialvo and Cummings (16) compared molecular dynamics (MD)
simulations using the extended simple point charge (SPCE) water model (/7) and the
simple point charge with gas phase dipole moment (SPCG) water model (I8) to the
NDIS data (13). The SPCE model produced a distinct gog, first peak, whereas the
SPCG model, which has a smaller dipole moment, performed somewhat better by
producing a flat shoulder instead of the pronounced peak. Neither of these models,
however, reproduced the NDIS result of a complete absence of the first goy, peak.

There are two criteria in vogue for determining whether hydrogen bonding exists
between a pair of molecules. Rahman and Stillinger (/9) used the energetic definition
that a hydrogen bond exists if the pair interaction energy between the molecules is
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less than a negative threshold value, Eyp cut- An alternative geometric criterion is that
a hydrogen bond exists if O..H and O..0 distances, as well as the O..H-O angle are
within a specified range of values (/). In this work, we have relied on the first
definition. There is some arbitrariness about how to assign the threshold value.
Usually, this value is determined from studying the pair energy distribution. For
liquid water, this distribution is bimodal. Thus, the minimum between the two peaks
may be taken as the threshold value. This convention was adhered to in our analysis,
although other conventions are possible (20). Cochran et al. (§) used the minimal
geometric criterion of Beveridge et al. (/4), while Mountain (11) used a more liberal
version of the geometric criterion in which no angle specification was required and
only the O..H distance specification was considered sufficient for determining the
presence of a hydrogen bond. Kalinichev (7) has pointed out that the diffuseness of
the goy hydrogen bonding peak observed at supercritical conditions as well as the
fact that the first two coordination spheres exhibit a considerable degree of overlap,
would suggest that a simple geometric criterion such as the one used by Mountain
(11) may not be totally adequate. In addition, Chialvo and Cummings (/6) found that
even for a hypothetical water molecule with almost zero dipole moment, the
geometrically defined hydrogen bonding component to gon was relatively strong,
suggesting that a definition for hydrogen bonding based solely on geometric criteria is
insufficient. In an illuminating comparison of the energetic criterion versus the simple
geometric criterion for hydrogen bonding, Kalinichev found that the energetic
definition was more appropriate for distinguishing between hydrogen bonded and
non-hydrogen bonded molecular pairs (21). His Monte Carlo studies of hydrogen
bonding in SCW using the TIP4P model indicated further that a combined criterion

might be preferable at densities above 700 kg/m3.

Our work is distinct from the previous molecular simulation studies of hydrogen
bonding in SCW in several ways. Firstly, we have used the energetic criterion to
establish the existence of hydrogen bonding in contrast to other MD studies which
have used various geometric criteria. Moreover, we provide the first report of the
dynamics of hydrogen bonding (specifically, hydrogen bond persistence times) under
supercritical conditions, although Rapaport (22) has examined hydrogen bond
persistence autocorrelation functions for liquid water. In addition, no work has been
reported on hydrogen bond cluster size distributions in SCW prior to our work.
Finally, we have used a flexible water potential, whereas all previous investigations
(8,11,16,21) have used rigid water models.

Simulation studies of solutes in ambient liquid water have found that flexibility
in the water model may increase the stability and residence times of water molecules
clustering around a solute (23). Some dynamic properties such as orientational
correlation times for liquid water have been found to be more faithfully reproduced
by flexible water models than by rigid water models (24). Flexibility allows the HOH
angle, and thus, the dipole moment to respond to the molecular environment. Mizan
et al. (25) have observed the mean dipole moment of SCW to decrease with density
when a flexible water model is used for simulations. Zhu et al. (26) suggest that this
response of molecular geometry and hence dipole moment to the surroundings
constitutes a sort of many-body interaction. Thus, flexibility in a water potential
introduces some many-body effects into the water potential. The inclusion of
flexibility in the water model may, therefore, be important in SCW also, particularly
for dynamic properties.

Details of Simulations

A brief description of the simulation methodology used in this study is given below.
The model system consisted of 256 water molecules in a constant volume cubic cell
subject to toroidal boundary conditions. Standard MD techniques (27) were used for
the simulations. A multiple time step method, the reversible reference system
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propagator algorithm (r-RESPA) (28), was used to integrate the equations of motion.
The long time step was set at 2 fs (femtosecond) while the short time step was set at
0.25 fs. We applied separate temperature scaling to the translational, rotational and
internal degrees of freedom (24) at every long time step using an adaptation of the
method of Berendsen et al. (29) in order to maintain the temperature at around the
desired value. The flexible simple point charge water potential of Teleman et al. (30)
was used. The intermolecular potential used was

AN s\ (oY 1 99 eee—1(Tua )
u. = 4el| — | = + il jk 1+ RE — Tujp 1
inter ; 2;,1 (r] (r) %:’471:50 Tk [ 2£RF+1(R,,.M (D
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The Lennard-Jones interaction between the oxygen atoms is represented by the first
term while the second term represents the reaction field corrected Coulomb
interaction between all pairs of charges on different molecules. The indices i and j
refer to the molecules, whereas the subscripts / and k represent the oxygen or
hydrogen atom sites. A cutoff, R¢y, based on molecular center of mass distance was
used in order to ensure neutrality of charge. The neighbor list was updated

automatically. The external dielectric constant defining the reaction field, Erp, was
set at 80. The intramolecular potential consisted of harmonic bond and angle terms

Upira = Z%kb(r—ro)“- 2‘%&,(0—00)2 )

all bonds all angles

Parameter values for the water model are given elsewhere (30). Atomic coordinates
were saved every 50 fs. All systems were equilibrated for at least 100 ps (picosecond)
prior to production runs. The total length of production runs was 100 ps (except
where otherwise stated). Dimer energies for each pair of molecules were calculated
for each configuration of the 100 ps trajectory. These were then used to establish a
connectivity matrix based on whether or not the dimer energy was below the
threshold energy, EHB,cut- Each element of this matrix corresponds to a molecular
pair and has a logical value of true if the pair is hydrogen bonded and false otherwise.
The connectivity matrix was used for determining hydrogen bond cluster size
distributions and persistence times.

Liquid water was simulated at 300 K and 997 kg/m3. The size of the simulation
box was 19.73 A, and 2 9.5 A cutoff was used. Supercritical water was simulated at a
temperature of 773 K and densities in the range 115-659 kg/m3. While the phase
envelope of the water model we used is not known, qualitative comparison of the
structural, thermodynamic, dielectric and other properties of this model at the above
conditions (25) with results for water models for which the critical point is exactly
known, leads us to conclude that the simulation conditions are in the one phase
region. The state points with densities of 115 kg/m3 and 257 kg/m3 represent
conditions used for oxidation studies in SCW.

The supercritical temperature used in our simulations was sufficiently distant
from the critical temperature, T, that the length of the simulation cell was larger than

the correlation length, &, which is given by (31)
& =& (AT) " [1+ &, (AT)  +---] 3)

where the values of the universal exponents are v = 0.63 and A1 = 0.51. The
dimensionless temperature difference is defined as AT = (T —T,)/T where the
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specific constants Eg and & have values of 1.3 A and 2.16 respectively, for water. At

773 K, £ is 7.6 A, based on the experimental T, of water. This & is smaller than the
largest and smallest simulation box sizes of 40.5 A and 22.6 A, respectively.

Results and Discussion

The dimer energy distributions, hydrogen bond cluster size distribution and
persistence times of simulated water were calculated at saturated liquid and
supercritical conditions. Liquid water simulations provided a reference point for
comparison with both results from the literature and with our simulation results for
supercritical conditions. The results are discussed below.

Dimer Energies. Dimer energies or pair energies are the energies of interaction
experienced by any two molecules in the system. A clear understanding of pair
energies is essential to a meaningful interpretation of our results because we employ a
pair energy cutoff criterion to identify hydrogen bonded pairs. Figure 1 shows the
distribution of pair energies for the flexible SPC water model at ambient liquid and
four supercritical states. The characteristic bimodal nature of the curve for liquid
water is evident in the figure. The smaller second peak is indicative of hydrogen
bonding. At supercritical conditions the smaller of the two maxima found in the
ambient water dimer energy distribution disappears leaving only a remnant in the
shape of a broad, sloping shoulder. This suggests that the extent of hydrogen bonding
is considerably reduced in SCW. Since, at supercritical conditions there is no
minimum on which to base a threshold value, we use the ambient water threshold
value, Egcut = -13.2 kJ/mol, for all calculations. The high density supercritical
states have a larger slope in the hydrogen bonding or attractive branch of the pair
energy distribution curve. The corresponding larger area under the hydrogen bonding
branch of the curves results in a greater degree of hydrogen bonding at higher
supercritical densities. The shape of the dimer energy distributions and the trends
observed are in complete accord with the distributions obtained by Kalinichev in
Monte Carlo simulations of supercritical TIP4P water (7).

Since we use an energetic criterion to determine hydrogen bonding, the energetic
environment that a reference molecule experiences is germane to our investigation.
The energetic environment around a molecule may be described by the trajectory-
averaged dimer energies as a function of molecular separation, Epajr(r). These are
plotted for liquid and supercritical water in Figure 2. The figure shows two distinct
minima in the ambient water curve corresponding to the first two solvation shells.
The shallow minimum corresponding to the second solvation shell is indicative of the
tetrahedral structuring in the liquid. The curves for supercritical states do not have
distinct minima in the second solvation shell region. The pair energies in this region
are still negative, however, and hence energetically favorable. These energetic
considerations are reflected in the atom-atom pair correlation functions discussed
later. The well depth of the Ep,ir(r) curves for SCW decreases with increasing
density. This trend has also been observed by Kalinichev (7). The well is deeper for
liquid water than for SCW by more than 5 kJ/mol. This would suggest that water
molecules are more strongly hydrogen bonded in the liquid phase. The positions of
the Epajr(r) minima are the same for both SCW and liquid water. This observation is
in apparent conflict with the fact that the first goo peak is shifted to greater
separations for SCW when compared to the liquid water peak at around 2.8 A (as is
evident from Figure 6). However, the distal branch of the potential well has a more
gentle slope for SCW than for ambient water and this results in a wider, though
shallower, potential well. This energetic trend manifests itself structurally as a
broader first goo peak which is shifted to larger separations. It may be pointed out
that Epair(r) consists of Lennard-Jones and Coulombic parts. While the Lennard-Jones
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Figure 1. Pair energy distributions of liquid and supercritical water.
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Figure 2. Pair energy as a function of molecular separation.
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part, which is spherically symmetric, is independent of both temperature (7) and
density, the Coulombic part is not because it depends upon the orientations of the
pairs and because Epair(r) is averaged over orientations. The HOH angle and hence
the dipole moment of the monomer changes with density (25). Moreover, at higher
temperatures, each molecular pair possesses the energy to visit a larger variety of
orientational configurations. Both the change in dipole moment and the greater
variety of orientations visited by the pairs contribute to the change in the Coulombic
part of Epair(r) with changes in temperature and density for the flexible water model
used in t%is study. We note that only the latter phenomenon would contribute to a
variation in Ep,ir(r) with changes in temperature or density for a rigid water model.
To examine the energetic environment of a water molecule further we explored
how molecular orientations influenced the trajectory-averaged pair interaction
energies. The angle between molecular dipoles gives an indication of the orientation
of molecular pairs (see Figure 3). The dimer energies, Epajr for the nearest neighbor

interactions are plotted as a function of dipole-dipole angle, 8y, in Figure 4. In this

context it should be recalled that as Figure 1 shows, a large majority of the pairs are at
such great separations that they have nearly zero energy of interaction. Since there is
little or no energy of interaction between them, these pairs do not have a strong
energetically preferred orientation with respect to each other. Thus, averaging the pair
energies of molecules with a particular dipolar angle for all separations would yield
little information because the zero energy pairs would contribute overwhelmingly to
the average, and a very flat profile would result. In view of this consideration we
chose to average gver the first solvation shell only. This region consists of molecules
separated by 3.4 A or less for liquid water and 4.4 A or less for SCW. A number of
interesting features are evident in the curves in Figure 4. Liquid water molecular pairs
are more orientationally sensitive than SCW pairs. This is clear from the deep well of
the liquid water curve represented by the solid line. The liquid water curve shows a
minimum at around 80°. The shallow SCW curves seem to have a minimum at around
0°. Thus, while SCW pairs in the first solvation shell prefer a parallel dipolar
alignment, liquid water pairs tend to remain orthogonal. We believe that this
fundamental difference in preferred dipolar orientations is a distinguishing feature of
SCW and one of the most interesting findings of our work. The near-orthogonal
orientations of ambient water molecular pairs correspond to minimum energy or near-
minimum energy structures such as the one depicted in Figure 3. While such
minimum energy configurations are accessible to SCW molecular pairs, they are
counterbalanced by configurations with highly repulsive (positive) pair energies,
corresponding to a close approach of like charges made possible by the high
rotational and transitional kinetic energies associated with the high temperature of the
supercritical state. Another noticeable trend in SCW is that the higher the density the
more positive the pair energy becomes at all dipolar orientations. In contrast, liquid
water, which has a greater density than all the supercritical states shown in Figure 4,
has more negative pair energies.

We also examined Ep,jr as a function of the dipolar angle for non-nearest
neighbor pairs, separated by more than 3.4 A for liquid water and more than 4.4 A for
SCW. These functionalities are depicted in Figure 5. The energy variation for these
pairs is less than 1 kJ/mol. At all conditions a parallel orientation is more favorable,
more so at greater densities. Clearly, liquid water and SCW are very distinct from the
point of view of the molecular energetic environment that they create.

Degree of Hydrogen Bonding. Hydrogen bonds may be enumerated simply by
counting the number of pairs of molecules that have dimer energies below the cutoff
value, EHB cut, and then averaging over configurations. Table I gives the number of
hydrogen bonds per water molecule, nyp, calculated for each state point. At 300 K,
liquid water was found to have 3.13 hydrogen bonds per molecule for the flexible
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Figure 3. Water dimer.
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Figure 4. Pair energy as a function of dipole-dipole angle for nearest
neighbor pairs.
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SPC model used in this study. Using the TIP4P water model, Jorgensen and Madura
(32) calculated this value to be 3.59 at 298 K. Their dimer energy distribution had a
minimum at -9.4 kJ/mol, however, so that their threshold value was less negative than
ours. Jorgensen and Madura calculated the average hydrogen bonding energy of
TIP4P liquid water at 298 K to be -17.2 kJ/mol whereas we obtained the value -21.95
kJ/mol. This difference in hydrogen bonding energies is consistent with the potential
energy observed for the flexible SPC model (25) being more negative than those
obtained with rigid models such as the TIP4P at similar conditions. The hydrogen
bonding energy reported by Jorgensen and Madura (32) had a -22.8 kJ/mol
contribution from Coulomb interactions and a 5.6 kJ/mol contribution from Lennard-
Jones interactions. As Table I shows, our values for these quantities are -28.79 kJ/mol
and 6.84 kJ/mol, respectively.

Table I. Hydrogen bond analyses

Property  Units State O State 1 State 2 State 3 State 4
T K 300 773 773 773 773
P kg/m3 996.48 115.26 257 405.8 659.3
nHB 3.13 0.46 0.80 1.06 1.44
<EHB,Cour kJ/mol -28.79 -23.22 -23.48 -23.73 -24.12
<Epgp,Lp  kJ/mol 6.84 4,08 4.22 4.36 4.65
<Eup> kJ/mol -21.95 -19.14 -19.27 -19.37 -19.47
THB ps 0.6 0.2 0.1 0.1 0.1

At the 257 kg/m3 density supercritical state, nyg was 0.8, a value about one-
fourth that found in ambient water. This observation is in general agreement with the
results obtained by Cochran et al. (8) who reported an nyp of 0.8 at a near-critical
state point (270 kg/m3, 616 K). At a higher density of 406 kg/m3, we observed 1.06
hydrogen bonds per water molecule. Cochran et al. (8) obtained a value of about 1.0

at similar density (405 kg/m3) but lower temperature (578 K). While Cochran et al.
used a different water model and the geometric definition of hydrogen bonding, a
comparison of our results with their results is, none the less, instructive. The decrease
in the degree of hydrogen bonding in SCW as compared to ambient water was a result
of both a decrease in density and an increase in the orientational disorder facilitated
by higher kinetic energy at the higher temperature. At the lowest density supercritical
state, ngp was only 0.46. It is clear from Table I that, in the supercritical regime,
hydrogen bonding decreases with density. These observations are consistent with the
results of both Cochran et al. (8) and Mountain (/7). At the supercritical state 115
kg/m3, 773 K, the hydrogen bonding energy is -19.14 kJ/mol compared to the
ambient water value of -21.95 kJ/mol. A number of factors contribute to this increase
on going from the liquid to the supercritical state. Firstly, a decrease in Coulombic
attraction results from less orientational order (because of the higher temperature),
lower densities (greater separations) and smaller dipole moments (25). This is
reflected in the more positive Coulombic contributions to the hydrogen bonding
energies, <Egp cou, as is evident from Table I. Secondly, the Lennard-Jones
component of the hydrogen bonding energy, <Eyp, Ly, decreases because of the lower
density. Thus, the trend towards more positive hydrogen bonding energies on going
from liquid to supercritical water caused by the more positive Coulombic hydrogen
bonding energies in SCW are somewhat offset by the smaller Lennard-Jones
hydrogen bonding energies in SCW. The density effect is observed to continue on
going from denser to less dense supercritical states as is clear from the consistent
decrease in <Egp,Ly> with decrease in density. The change in the Coulombic
contribution, <E4B Coup, With density is influenced not only by the density directly
because of the change in average molecular separations, but also indirectly through
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Figure 5. Pair energy as a function of dipole-dipole angle for non-nearest
neighbor pairs.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch003

August 10, 2012 | http://pubs.acs.org

3. MIZAN ET AL.  Hydrogen Bonding in Supercritical Water 57

the decrease in average dipole moment with decrease in density. It is interesting to
note that while the pair energies for less dense SCW are more negative than for
denser states both for the same separations and orientations (see Figures 2 and 4), the
hydrogen bonding energies are slightly more positive at lower densities.

Fluid Structure and Hydrogen Bonding. Hydrogen bonding expresses itself most
dramatically in the structure of a fluid. Fluid structure can succinctly be represented
by atom-atom pair correlation functions. Figures 6 and 7 depict the oxygen-oxygen
and oxygen-hydrogen pair correlation functions for liquid water and SCW. The
figures, taken from Mizan et al. (25), are reproduced here for convenience. The
oxygen-oxygen pair correlation function, goo, for liquid water shows two distinct
peaks. The second peak situated at around 4.5 A is indicative of the tetrahedral
ordering and hence is evidence of hydrogen bonding. The lowest density supercritical
state goo shows no second peak, indicating the absence of significant hydrogen
bonding. The higher density supercritical states have a shifted and very faint second
peak. The gopy curve for liquid water shows the characteristic peak at 1.8 A which is
considered to be a very strong indication of hydrogen bonding. This peak may be
interpreted with reference to Figure 3, which shows the disposition of a water dimer
in a minimum energy configuration. The first goy peak corresponds to the H2-O2
distance on this figure, whereas the second peak at around 3.3 A represents a distance
such as H1-02. Clearly, a sharp first peak implies that for a greater portion of the
time, the adjacent O and H atoms of neighboring molecules (such as H2 and O2) are
localized in close proximity to each other. This is an attractive interaction from an
electrostatic perspective, and results in the very negative dimer energies characteristic
of hydrogen bonds. Large amplitude libration or even free rotation would reduce the
portion of the time that such atoms would spend in this energetically favorable
condition and hence result in diffuse goy peaks. Both the high and low density
supercritical states exhibited some degree of hydrogen bonding as indicated by the
goH peak at around 1.8 A. However, the trough at around 2.4 A clearly rises higher at
the supercritical states than in the ambient state. This behavior together with the
broadening of the 1.8 A peak is indicative of orientational disorder and hence a
decrease in the extent of hydrogen bonding.

Orientational Correlations and Hydrogen Bonding. It is difficult to extract
information about the relative orientations of molecules from only the atom-atom pair
correlations functions. The cosine of the dipole-dipole angle as a function of
molecular separations provides more insight into the orientation of molecules in each
hydration shell. This quantity will be referred to in this study as simply the dipole

correlation function, coseuu(r), and is defined as
c0s6,,(r) = <[ﬁ,.(?,.) R G )) @)

where fi; is the dipole unit vector defined as, fi; = fi,/y;. The angular brackets
indicate averaging over all the molecular pairs as well as over the entire length of the
trajectory. Figure 8 shows the dipole correlation functions for ambient water and for
the four supercritical states. To obtain good resolution for the curves in this figure,
longer trajectories had to be used than were used for the other data presented in this
work. An 800 ps trajectory was used for generating the liquid water curve, whereas
200 ps trajectories were used for the SCW curves. If a dipole is parallel with the
reference dipole it will contribute positively to the dipole correlation function. On the
other hand, antiparallel orientations contribute negatively. The curve for ambient
water indicates parallel orientations in the first solvation shell. Interestingly, the peak
is situated at 2.5 A, a smaller separation than the position of the first goo maximum
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Figure 6. Oxygen-oxygen pair correlation functions of liquid and
supercritical water (From ref. 25). The ordinates have been shifted for
clarity.
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Figure 7. Oxygen-hydrogen pair correlation functions of liquid and
supercritical water (From ref. 25). The ordinates have been shifted for

clarity.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;

ACS Symposium Series; American Chemical Society: Washington, DC, 1995.

59



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch003

August 10, 2012 | http://pubs.acs.org

60 INNOVATIONS IN SUPERCRITICAL FLUIDS

at 2.8 A. Although the separations for cosBpy(r) are the center of mass distances and

not oxygen-oxygen distances as in goo, this distinction is not sufficient to explain the
difference between the peak position of the former correlation with respect to the
latter. Dipole correlation functions reported by Belhadj et al. (33) and Alper and Levy
(34) show the same feature. It may be recalled that Figure 4 shows that for liquid
water orthogonal orientations are more favorable than parallel orientations. Thus,
there may indeed be a preponderance of orthogonally oriented dipoles in the region of
the first goo peak. Since orthogonal orientations have a vanishing cosine value,
however, they do not contribute to the dipole correlation function. Nearest-neighbor
dipoles that are non-orthogonal appear to occur overwhelmingly at distances smaller
than the first goo maximum position. This explains the nature of the liquid water

coseuu(r) curve. Figure 8 shows a region of antiparallel dipolar orientations

corresponding to the second solvation shell, followed again by parallel orientations at
separations slightly smaller than the position of the third solvation shell peak of goo.
The dipole correlation functions for the supercritical states are in sharp contrast
to the behavior of this function for liquid water. Under supercritical conditions, a
broader, though distinctly parallel orientation is observed for the first solvation shell.
Parallel orientations are energetically more favorable as is evident in Figure 4. There
is very little orientational correlation beyond the nearest neighbor separations. This is
consistent with the structural and energetic picture of SCW that we have obtained so
far, as a fluid with very little long-range correlation. It is noteworthy that the dipolar
correlations for SCW are less intense at lower densities. On the other hand, Epair(r)

and Epair(Bpy) functionalities of Figures 2 and 4 clearly indicate that the low density

states are energetically more favorable. Thus, it may be surmised that the density
dependence of the dipolar correlations is influenced more by entropic than energetic
considerations. The orientational disorder alluded to earlier, which was suggested as a
possible cause of the diffuseness of the hydrogen bonding gon peak of SCW in
contrast to liquid water, is apparent in Figure 8. The dipole correlation functions for
SCW are broader and less intense than that for liquid water. This indicates a wider
variation of nearest neighbor molecular orientations in SCW.

Figure 8 also shows some unconnected data points at very small separations for
the supercritical states. At these supercritical temperatures molecules have sufficient
kinetic energies to make extremely close approaches to one another. The number of

molecules over which cos@yy(r) is averaged is proportional to r2 so that at the
smallest separations the statistics are poorest. Moreover, for the lowest density states,
fewer molecules are available per unit volume, resulting in even poorer statistics.
Thus, we believe that these stray points are probably statistical noise, so we have
elected not to connect them to the curves for each state point.

The dipoles do not act independently of one another. There is a collective aspect
to their reorientations. This is reflected in the dielectric constant. Hydrogen bonding
also manifests itself in the dielectric constant of the fluid. The dielectric constant of
flexible SPC water at ambient conditions has been calculated to be 84 (25), whereas
at the lowest and highest density supercritical states this quantity has values of 1.68
and 12.92 (25), respectively. Since this quantity is intimately connected to collective
orientational rearrangements in the fluid and since these rearrangements are more
difficult in the presence of hydrogen bonding, the low dielectric constants of SCW are
indicative of the lesser significance of hydrogen bonding compared to ambient water.

Cluster Size Distribution. When the interaction energy of a pair of molecules is less
than the threshold value, EHp ¢y, @ hydrogen bond is said to exist. A molecule can be
hydrogen bonded to several other molecules, which, in turn, can be hydrogen bonded
to yet other molecules. In this way a network or cluster of hydrogen bonded
molecules may exist in a fluid. In this subsection we examine the characteristics of
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hydrogen bonded clusters. Table II lists the cluster size distributions at all the state
conditions simulated. The number fractions of clusters with N water molecules, Wn
are listed against the cluster size, SN. It is clear from the table that at ambient
conditions the majority of the water molecules are predisposed to belong to a large,
sometimes spanning cluster. There is about a 30% chance of water molecules
occurring as unbound entities. At supercritical conditions, however, we are clearly
below the percolation threshold. There is a strong probability that water molecules
will not be hydrogen bonded, and this probability increases with decreasing density.
When hydrogen bonded clusters do exist they are small in size, usually having five or
fewer members. At state 1, there is an 80% probability of the molecules not being
hydrogen bonded at all. In state 4, the highest density state, this probability decreases
to less than 60%. Our results, indicating an overwhelming incidence of free (non-
hydrogen bonded) molecules, seem to be at odds with the observation made by
Franck and Roth (15) that no characteristic absorption frequency for free O-D groups

was noticed above 100 kg/m3. These two results may, however, be reconciled if a
more positive EHB cyt Were used in our analysis.

Hydrogen Bond Persistence Times. The temporal nature of hydrogen bonding is
characterized by the persistence time or life time of a hydrogen bond. If a hydrogen
bond is present at time O and exists continuously (within the resolution of the data
sampling period) until time ¢ it is said to persist at time . Figure 9 shows hydrogen
bond persistence curves for liquid water and the four supercritical states. The ordinate
gives the ratio of the number of hydrogen bonds still present at any time ¢, Ngg(2), to
the number of hydrogen bonds initially present at time O, Nygp(0). The decay of
hydrogen bonds appears to be exponential.

Ny (t) = Nyyg(0)exp(—t / Tpp) ©)

The hydrogen bond decay constant, Ty, for each of the state points is given in
Table I. Liquid water has a very large decay time. The decay constants for SCW are
about one-sixth that of ambient water. This is understandable since at a higher
temperature, the higher kinetic energy allows for more frequent disruption of
hydrogen bonds. On the other hand, the high density supercritical states have a lower
decay constant than the lowest density state. This might be attributable to a smaller
mean free path and more frequent collisions in the high density states.

Summary and Conclusions

We investigated hydrogen bonding and the underlying energetic environment in SCW
through MD simulations using a flexible SPC water model. Data were obtained at
ambient conditions and four supercritical state points that are typical of conditions of
interest in SCW reaction studies. Pair energy distributions were reported for liquid
and supercritical water. The bimodal character of the liquid water pair energy
distribution was absent in SCW. At supercritical conditions a parallel alignment of the
dipoles of molecular pairs is energetically more favorable in the first solvation shell,
whereas in liquid water a near-orthogonal alignment represents more negative pair
energies. We employed an energetic criterion for determining the existence of a
hydrogen bond between a pair of molecules. Only 1.44 hydrogen bonds per water
molecule were observed at a density of 659 kg/m3 and temperature of 773 K, while
about 0.46 hydrogen bonds per molecule were found to be present at the same
temperature but a lower density of 115 kg/m3. In contrast, ambient liquid water was
found to have 3.13 hydrogen bonds per molecule. Hydrogen bonded water molecules
are known to form clusters. In ambient water, most molecules belong to a single
cluster known as the gel. At the supercritical conditions we investigated, water
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SN WN
State 0 State 1 State 2 State 3 State 4
1 0.287 0.805 0.689 0.624 0.578
2 0.027 0.133 0.167 0.171 0.165
3 0.002 0.039 0.067 0.076 0.076
4 0.014 0.032 0.042 0.043
5 0.006 0.017 0.025 0.027
6 0.002 0.010 0.016 0.018
7 0.006 0.011 0.014
8 0.004 0.008 0.010
9 0.003 0.006 0.008
10 0.002 0.004 0.006
11 0.001 0.003 0.006
12 0.003 0.005
13 0.002 0.004
14 0.002 0.003
15 0.001 0.003
16 0.001 0.002
17 0.001 0.002
18 0.001 0.002
19 0.001 0.002
20 0.001 0.001
21 0.001
22 0.001
23 0.001
24 0.001
25 0.001
26 0.001
27 0.001
28 0.001
29 0.001
30 0.001
31 0.001
32 0.001
33 0.001
35 0.001
36 0.001
37 0.001
41 0.001
251 0.001
252 0.003
253 0.013
254 0.055
255 0.180
256 0.431
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molecules exist largely as single entities or small clusters of five or fewer members.
Similar contrasting behavior has been observed for the persistence of hydrogen
bonds. In SCW, hydrogen bonds have a continuous survival time constant of 0.1 ps.
In ambient water this time constant is 0.6 ps. In summary, SCW is only weakly
hydrogen bonded, although the effect becomes stronger with increasing density. Our
work is the first study of hydrogen bonding in SCW which uses a flexible water
model. We also present hydrogen bond analysis based on an energetic criterion as
opposed to geometric criteria used by previous studies. Another novel aspect of our
work is a study of hydrogen bond dynamics. Finally, ours is the only study to date to
report hydrogen bond cluster size distributions for SCW.
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Chapter 4

Solvation, Hydrogen Bonding, and Ion Pairing
in Supercritical Aqueous Solutions
Simulation and Experiments

A. A. Chialvo'?, P. T. Cummings’2, H. D. Cochran?, J. M. Simonson3,
and R. E. Mesmer?

'Department of Chemical Engineering, University of Tennessee,
Knoxville, TN 37996—2200
2Chemical Technology Division and *Chemical and Analytical Science
Division, Oak Ridge National Laboratory, Oak Ridge, TN 378316224

Molecular dynamics of highly dilute aqueous NaCl solutions are
performed to study the microstructure, the anion-cation potential of
mean-force, and the water-water hydrogen bonding, as well as to
characterize the ionic solvation in the vicinity of the solvent’s critical
point. The association constant for the ion pair Nat/Cl- and the
constant of equilibrium between the contact-ion-pairs and the solvent-
separated-ion-pairs are determined for a water-NaCl model at a near
critical state condition. Simulation results are compared with
experimental conductance measurements and the prediction of a simple
continuum model.

The wide-ranging interest in the properties of aqueous solutions hinges upon several
important factors such as the role that ionic association plays in chemical and
biochemical reactions in solution (/), and its effect on determining their critical
behavior (2). Tremendous progress has been achieved in the last quarter of century in
the understanding of the microstructure and thermodynamics of water and aqueous
electrolyte solutions at ambient conditions (3). Unfortunately, this knowledge cannot
always be extrapolated to aqueous systems at more extreme conditions, such as those
in highly compressible regions, which are currently of great scientific and practical
interest (4,5).

Near critical properties of dilute aqueous electrolyte solutions are extremely
difficult to determine with precision due to the simultaneous existence of long-ranged

0097-6156/95/0608—0065$12.00/0
© 1995 American Chemical Society
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density/composition fluctuations and long-ranged Coulombic interactions. For the
particular case of highly dilute NaCl in water, this situation translates into a rapid
change in the slope of the T-x and P-x critical lines (2). In the highly compressible
near-critical region, the solvent’s dielectric constant changes dramatically affecting
the screening of the Coulombic interactions, and consequently, the degree of ionic
association. This feature makes the modeling of dilute aqueous electrolyte systems
very challenging (2,6).
The aqueous Nat/CI- association process can be envisioned as follows,

Na* +Cl” & Na'lICl” & Na'ICl™ & NaCl ¢))

where NaCl is the product of the "reaction”" between the Na* and Cl- ions, and

NatlICl- and NatICI- represent the solvent separated ion pair (SSIP) and contact ion
pair (CIP) states, respectively. Some evidence indicates that these two ion-paired
states, whose relative concentrations have been determined experimentally by Raman
spectroscopy for a variety of salts (7-9), might act as reaction intermediates (10,11).

A practical way to study this phenomenon is through the determination of the
anion-cation potential of mean-force by molecular simulation of model aqueous
electrolyte systems. Several studies have been reported on the evaluation of potentials
of mean-force between like and unlike ions in water, usually at normal conditions (12-
14). However, little is known about the detailed structural, energetic and dynamic
nature of ion pairing in aqueous solutions at supercritical conditions (15, 16).

In this paper we use molecular dynamics to determine the association and
equilibrium constants for aqueous Nat/Cl- at a supercritical state condition. In
addition we analyze the water microstructure around each ion and calculate the
number of water molecules hydrogen-bonded to each other around the ions.
Simulation results for the association constant are then compared to those determined
from conductance measurements performed at Oak Ridge National Laboratory.
Finally we comment on some limitations of the present calculations regarding the
constant of integration for the determination of the potential of mean-force and the
corresponding effect on the value of the association constant.

Intermolecular Potentials and Simulation Details

Water-water interactions were described by the Simple Point Charge (SPC) model
given by (17)

33 o8 12 6
q q2 000 0'00
dww (r,0105) = E E +4ep0 (—) -[—J )
o=1p=1 iy Too Too

where the subscript OO denotes oxygen-oxygen interactions, I, is the vector joining
the centers of molecules 1 and 2, ®; represents the orientational vector of molecule i,

qi is the charge on site o on molecule i, rloéB is the distance between site o on

molecule 1 and site B on molecule 2, and € and o are the Lennard-Jones energy and
size parameters, respectively. The rationale behind this choice has been given
elsewhere (18).

For ion-water interactions we have used the Pettitt-Rossky model (/9) which
describes each ion-water interaction as the sum of a Lennard-Jones and a Coulombic
term. Therefore, the ion-water potential involves an ion-oxygen and two ion-hydrogen
interactions,
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12 6

9 c

Orw (rw @y ) = E qlqw +4gB ( IB] _[ IB} 3
B=1 B I

where g and Oy are given by the Lorentz-Berthelot combining rules (20). Even
though the Pettitt-Rossky ion-water potential was derived from ab initio calculations
of a slightly different water model, we expect the refitting of this potential using the
SPC model to differ negligibly from the original values of € and Op. In a

forthcoming publication we analyze two other ion-water models (Chialvo, et al.,
submitted to J. Chem. Phys.). For the ion-ion interaction, we use the Huggins-Mayer-
Fumi-Tosi model for alkali-halide interactions, given by (21,22)

C
0;(r) = ‘q‘+B P - “
r

where Bj;, p;j and Cj; are ion-pair specific constants.

All simulations were performed in the canonical-isokinetic (NVT) ensemble, with
N=256 particles — N-2 water molecules plus an anion and a cation — at a system
density of p=0.27 g/cm3 and an absolute temperature of T=616 K. The state condition
corresponds to T;=1.05, p,=1.0 based on the critical conditions for the SPC water
model (23). Standard periodic boundary conditions were used along with the
minimum image criterion and a spherical cutoff for the truncated intermolecular
interactions (24). Long-ranged Coulombic interactions were corrected by a molecular

(center-to-center) and a site-to-site reaction field with a dielectric constant €gg=20
(25) for the water-water and the ion-water interaction respectively. The accuracy of
the reaction field was assessed by performing Ewald summation calculations (26) for
a few typical constrained configurations. A complete analysis of the effect of
truncation and reaction field strength on these calculations is presented elsewhere
(Chialvo, et al., submitted to J. Chem. Phys.) The production runs for thermodynamic
and structural properties comprised 3x104 time steps (30 psecs) while those for mean-

force calculations were extended to 105 time-steps for each constrained ion-pair
distance.

Hydrogen bonding. As in our previous work (18,27), we use the minimal geometric
criterion of Mezei and Beveridge (26) to study the radial dependence of the number of
neighboring water molecules which are H-bonded to a central water molecule, i.e., we
report the average number of water molecules to which a water molecule located at a
distance r from a central molecule (either solvent or solute) is hydrogen bonded (see
Chialvo et al., Intl. J. Thermophys., in press, and (18) for more details).

Association and equilibrium constants. Here we provide some detail about the
rationale behind the calculation of the mean-force potential as the route to the
determination of the thermodynamic association K, and equilibrium K¢ constants. A
complete derivation of the working expressions for these two quantities in terms of

the infinitely dilute anion-cation radial distribution function g (r) is given in detail
elsewhere (Chialvo, et al., submitted to J. Chem. Phys.).
The potential of mean-force W, (r), which gives the solvent-averaged structural

effect on the anion-cation interactions, is related to the anion-cation radial distribution
function by (29),
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gac(t) = exp(—BW,c (1)) )]

where B=(kT)-!. In principle there are at least three alternative routes to the
determination of g,c(r), and therefore, of W, (r). The usual one based on counting

pairs as a function of their relative distances is inapplicable when only one pair of
ions is involved, due to the extremely poor sampling statistics. For highly dilute

systems, the practical routes are given by the direct determination of Wy (r) by

means of either a free energy (30) or a mean-force approach (31). The advantages of
either method are discussed elsewhere (Chialvo, et al., submitted to J. Chem. Phys.).

Here we use the mean-force calculation based on the constraint approach proposed
by Ciccotti et al. (31). During the simulation run the mean-force exerted on the ions
by the solvent, Fwa and Fyc where WA and WC denote water-anion and water-cation
interactions, respectively, are evaluated as time averages, so that the solvent
contribution to the anion-cation mean force becomes,

AF(r) = 0'5<fAC L4 (FWA - FWC )) (6)

where ¢ is the unit vector along the direction of the anion-cation interactions. The
total anion-cation mean-force, F(r) = —dW,(r)/dr, is given by

F(r) = Fac(r) + AF(r) M

where Fgc (r) is the direct anion-cation Coulombic and non-Coulombic contributions.
The integration of the total anion-cation mean-force F(r) finally gives the desired
potential of mean force Wy (r), provided we can determine the integration constant

WAC (I'o), i.e.,

r

Wac(r) = Wy (r,) - JF(r)dr ®)

To

Even though the ideal choice for this constant would be Wyc(r, = ) =0, it is not
practical because simulations can only be performed on finite sized systems. In
practice we choose r, =~ 8.1 A so that the integration constant can be taken as given by
the continuum limiting behavior Wyc(r,) = (qoqc/€T,) (32) where € is the diclgc.:tric
constant of the pure SPC water as obtained by simulation at the same state conditions

@27).

The expression for the association constant in terms of the infinitely dilute anion-

cation radial distribution function gi(r) is given by (Chialvo, et al., submitted to J.
Chem. Phys.),

l"I'“In
K, = 41tj gc(r)ridr )
0

and the corresponding equilibrium constant between the CIP and SSIP species,
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Tmax Tmin
K, = '[gzc(r) r2dr/J. gac(n) r2dr (10)
Trmin 0

or alternatively,

Tmax
K, = 4nK;II grc(r)rdr -1 (11
0

where rpjn and rpax indicate the position of the first and second valley in gj(r),

respectively. Note that the calculation of gxc(r) in the range (1A <r < 8.14)
involves a set of 35-40 simulation runs, each of them covering 150 psecs of phase-
space trajectory.

Simulation Results for NaCl-Water

According to Figure 1, the average number of water molecules hydrogen-bonded
to each other appears independent of the identity of the ion, a behavior already seen
for a variety of molecular solutes in water at near critical conditions (18,23). The fact
that this number is approximately unity suggests that, at this extreme condition, the
only surviving hydrogen bonds are those involving water molecules capable of
rotating along the hydrogen bonds. The departure observed at short water-solute
distances (r < 1) may be due to a less efficient sampling at short distances because the
number of molecules in the solvation shell becomes smaller (see Figure 11 of Ref.
18).

o L5 e e e
= r ]
Q L i
Q L 4
=) - ]
g I N
o) 1F -
IS -
3 - -
5 I = pure water ]
S 05| e CI (isolated) E
g L ===* Na*(isolated)
g SENRLLLLELT CI' (NaCl) 1
> [ == Na* ]
<= 0 L Na™ (NaCl) et ]
0 1 2 3 4 5 6

r

Figure 1. The average number of water molecules hydrogen bonded to a water
molecule at distance r (in Gpog units) from the center of the solute surrounding
aNa* or CI- solute at Tr=1.05, pr=1.0.
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In Figure 2 we present the calculated potential of mean-force from constraint
dynamics simulation in comparison with the prediction of a continuum model in
which the anion-cation interactions are attenuated by the dielectric screening. The
simulated potential of mean-force shows clearly two minima, at 2.7 Aand 53 A,
corresponding to the CIP and SSIP configurations, respectively.
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Figure 2. The Na*-Cl- potential of mean-force in comparison with the bare
Na+-ClI- potential at Tr=1.05, pr=1.0 (in units of €00).

The continuum model predicts a more negative value for the potential of mean-
force with a minimum at 2.4 A, coinciding with the minimum of the anion-cation bare
potential. This model fails to predict the second minimum because it does not take
into account the solvent’s microstructure around the ions, i.e., it does not account
explicitly for solute-solvent interactions, even though it becomes quite accurate for r 2
5 A. By replotting the dielectric screened and mean-force potential data as anion-
cation radial distribution functions, Figure 3, we find that the continuum model not

only overpredicts the first peak of gg,c(r) — corresponding to CIP — by
approximately an order of magnitude, but also shifts its position to the left from the
simulated one (Note the difference between the left and right axes in Figure 3). As
expected, the continuum model does not predict the peak associated with the SSIP
configuration. Finally, by using equations (9) and (10) with rpjn = 3.8-4.0 A and
Imax =6.5 A, our potential of mean-force calculation gives a log KL‘/' =2.70+ 0.3 and a
Ke=~0.32 (where superscript M denotes units of liter/mole). The quoted error in
log K;‘4 is related to the uncertainty of the solvent’s dielectric constant involved in the
calculation of Wy (r,).

It is instructive to analyze the change of the solvent structure around either ion as
the constrained ionic distance changes from the configuration of a CIP to that of a

SSIP, i.e., those corresponding to the first two valleys of the gic(r). With that

purpose we define the following function, equation (12), as the change in the number
of water molecules around either ion with respect to what we would find on average
around any water molecule, i.e.,
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T

Nitw(r) = 4npwj(g?%v(s) — gow(s))s” ds (12)
0

In Figures 4 and 5 we compare the behavior of this function for either ion when the

pair is at the CIP and SSIP configuration, respectively. Note also that the strength of

the ionic solvation, represented here by Ni*y (r = 3.5) > 10 water molecules, is large
regardless of the ion-pair configuration.
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Figure 3. The Na*-Cl- radial distribution function at Ty=1.05, pr =1.0. A
comparison between PMF calculations and the prediction of a continuum
model.

Experimental Results for NaCl-Water

Various experimental techniques, including measurements of electrochemical
potentials, calorimetric and solubility measurements, spectroscopic studies, and
measurements of electrical conductance, have been applied to the determination of the
thermodynamics of reactions in aqueous solutions. The application of these
techniques at elevated temperatures and pressures has been reviewed recently (5).
Although limitations may be encountered in measurements of equilibrium constants
when the fractional concentration of one species over another is too high for
meaningful measurements, experimental studies can provide reliable values of ion-
association constants in high-temperature aqueous solutions provided the values fall
within the range corresponding to resolvable species distributions.

For simple electrolytes such as NaCl, measurements of electrical conductance of
dilute aqueous solutions at high temperatures and pressures provide the most direct
experimental approach to the determination of equilibrium constants for the ion
association reaction at near-critical conditions. The relation between the molar
conductance A, the limiting conductance Ao, and the equilibrium constant in molar

units Kﬁ” is often expressed through the Shedlovsky equation (34),
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Figure 4. The average number of water molecules around a CI- ion in excess
of that found around any water molecule, as a function of distance r (in units
of 6o0), for the CIP and SSIP configurations at Tr=1.05, pr=1.0.
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Figure 5. The average number of water molecules around a Na* ion in excess
of that found around any water molecule, as a function of distance r (in units
of 6o0), for the CIP and SSIP configurations at Tr=1.05, pr=1.0.
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2
1 1 + MS(z)Ayy (13)

AS(z) A, KMAZ

where M is the molarity, v, is the mean-ionic activity coefficient of the electrolyte in
molar units, and S(z) is an empirical coefficient dependent on M, Ao, and the limiting
Onsager slope. Thus measurements of the molar conductance over a range of
molarities give the association constant through nonlinear least-square fitting of the
data to equation (13).

Equilibrium constants for ion-association of NaCl in aqueous solutions have been
determined from conductance measurements by Fogo et al. (35), Quist and Marshall
(36), and Ho et al. (37) in the temperature and density region appropriate for
comparison with the simulation results quoted above. Relatively simple functions of
temperature and solvent density are sufficient to reproduce the experimental values
with good accuracy. Ho et al. used the function,

logKy' =0.997 - 650.07T" - (10.420 - 2600.5T"" )zog p (14)

where p is the solvent density in units of g/cc and superscript m denotes molality. In

addition to the representation of the results of Ho et al., values of K;" calculated from
equation (14) are in good agreement with those determined from the high-pressure
conductance measurement of Zimmerman (38) at relatively low pressure and near-
critical temperatures.

For water, at the state point treated in the simulation — T=1.05, p,=1.0, i.e.,

T=679.5K, p=0.322g/cc — equation (14) predicts log K;'=3.285, or
log KM = log(K™ /p)=3.777 with an experimental uncertainty of 8log K™ =~+0.2

(37). An equation for log KT' similar to equation (14) is given by Mesmer et al. (39)

based on the earlier results of Quist and Marshall (36). This representation predicts at
this state point a value about 0.6 log units larger than that from equation (14).

Discussion and Final Remarks

Our potential of mean-force calculation indicates that under the near-critical, highly-
compressible, and low-dielectrically-screened conditions studied here, water is still a
moderate solvent. According to the value of the constant of equilibrium between CIP
and SSIP species, Ke, approximately 77% of ion-pairs in this near critical solution are
CIP, in contrast to only 2.6% at ambient conditions (/3). This difference is largely the
result of the additional stabilization of SSIP species at ambient conditions due to the
solvent’s dielectric screening that suppresses the strong anion-cation Coulombic
attraction.

In order to make a fair comparison between the simulation and experimental
values of the association constant, we must first analyze the sources of uncertainties
and the assumptions involved in the working expressions. The most obvious, and one

which has a significant effect, is the constant of integration Wy (r,) in equation (8)
based on the continuum model, i.e.,

gac(D) =exp(-Baaqc/ne)dac®) , 0< r< 1 (15)
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where D c(r) =exp{B(qaqc/re— Wac(®)} . Because the solvent’s dielectric

constant appears in an exponential, any small change (say a few percent) will have a
large impact on the value of the association constant. (Note that this will not be the
case for the constant of equilibrium K¢). This can be clearly seen by introducing
equation (15) into equation (9) as,

Tmin

K, = 4nexp(-Baaqc/ fo‘-)jf’Ac(f)f 2dr (16)
0

One way to minimize the effect of the uncertainties in € in the comparison between
simulation and experiment is to compare the values of the integral in equation (16)
from simulation and experiment rather than the values of the corresponding Kj’s, i.e.,

Tmin

I, = Kaexp(BquC/r0£)= 4nJﬂAC(r)r2dr an
0

This integral is a very sensitive function of the state conditions. For example, for an
infinitely dilute supercritical aqueous solution of NaCl, the simulation results of Cui

and Harris (/5) indicate that log I, =4.3+0.13 at p=0.1252g/cc and T=700K and
log 1, =5.6140.13 at p=0.0832g/cc and T=800K. The Guardia et al. simulation results

for ambient water (/3) give log I, =-1.38. Moreover, because of its microscopic

meaning, I, will be also very sensitive to the microscopic details of the intermolecular
forces involved.

To take advantage of the way the data uncertainties are quoted we present the
comparison between our simulation and experimental results in a logarithmic scale,

i.e., as logl,. According to the experimental data of the previous section

log K;‘A =3.7740.2, and assuming r,=8.1 A, €=5.1 and the corresponding critical
conditions for real water from the NBS/NRC Steam Tables (40), we obtain

log 1, =1.23+0.2. Likewise, taking the simulation result log K;’I =2.70% 0.3,

€=8.840.9 for SPC water at p=0.27g/cc and T=616K (27), we obtain log I, =1.0740.3
where the quoted error comes from the uncertainty in the determination of the
solvent’s dielectric constant. This comparison clearly indicates that the aqueous
electrolyte model used in our simulation describes quite reasonably the ion-pairing at
the near-critical condition.

The good agreement between the simulation and experimental values of I,
suggests that care must be exercised in choosing the property used to test the realism
with which our ion-water model describes the ion-pairing and related solvation

phenomena. The above discussion shows that a direct comparison of the Kf,v' values

from experiment and simulation is not appropriate because the uncertainties
introduced by the constant of integration overshadow the accuracy of the mean-force
calculation. For example, if we use the dielectric constant of real water, £€=5.1, as is

usually done in the literature (13,41,42), we will obtain log K:‘ =3.93 which agrees
with the experimental value within the uncertainty of the calculation. This agreement

in the values of log Kf,“ contrasts with the order of magnitude difference,
log K;"[ =2.7040.3, obtained when using the SPC value of £=8.8+0.9.
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Chapter 5

Simulation and Spectroscopy of Solvation
in Water from Ambient to Supercritical
Conditions

Keith P. Johnston!, Perla B. Balbuenal, Tao Xiang!,
and Peter J. Rossky?

!Department of Chemical Engineering and 2Department of Chemistry
and Biochemistry, University of Texas, Austin, TX 78712

A review is presented of recent computer simulation and UV-visible
spectroscopic studies of the solvation of nonelectrolytes and
electrolytes in ambient and supercritical water. In addition, new
simulation and fluorescence results are presented to focus on
subcritical water solutions at temperatures from 298 to 573 K at
densities on the coexistence curve of pure liquid water. The solvation

of CI” is examined with molecular dynamics computer simulation and

that of pyrene is probed with fluorescence spectroscopy. For CI there
is little loss in the coordination number from ambient to 523 K; this
behavior continues up to the critical temperature (647.13 K) due to the
strong attractive nature of the chloride-water interaction. Furthermore
the negative heat and entropy of hydration are relatively constant up to
about 573 K. In contrast, the solvation of pyrene decreases
significantly with temperature. For nonelectrolytes such as Xe, the
enthalpy of hydration changes from exothermic to endothermic as the
coordination number decreases. The corresponding entropy changes
from negative to positive as the hydrophobic effect dissipates, and the
Gibbs free energy goes through a maximum.

To develop hydrothermal technology, a better understanding is needed of molecular
interactions in high temperature aqueous solutions and how they influence
thermodynamic properties and chemical kinetics. Although a number of simulation
studies have investigated ambient water (AW) (i.e. 298 K and 1 bar) and

supercritical water (SCW) (T¢= 647.13 K, pc= 0.322 g/cc, Pc =220 bar) solutions,
far less attention has been given to subcritical liquid water in the interesting
temperature regime of 373 to 573 K where the structure changes so dramatically. In
many cases, organics are orders of magnitude more soluble in liquid water at 573 K
than 298 K. Thus subcritical water may be used as a substitute for organic solvents
without the need to go all the way to supercritical temperatures and pressures.

The objective of the new simulation and spectroscopic studies reported in this
work is to examine changes in solvation of nonelectrolytes and electrolytes in liquid
subcritical water from 298 to 647 K. In order to put the new studies into

0097—-6156/95/0608—0077$12.00/0
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perspective, the following section provides a review of the current state of the art
for simulations of pure water and dilute solutions of nonelectrolytes and
electrolytes. Thermodynamic properties of hydration are analyzed in terms of
solvation structure over this wide range in temperature. The next section is a review
of very recent UV-vis spectroscopic studies of organic solutes. After providing
these reviews of simulation and spectroscopy, we present a new experimental study
of solvation of pyrene in sub- and supercritical water by fluorescence spectroscopy.
In the final section, we examine chloride solvation with molecular dynamics
simulation at subcritical temperatures not considered previously. The conclusions
section synthesizes the results for solvation of nonelectrolytes and electrolytes from
both simulation and spectroscopy.

Review of Computer Simulation Studies.

Pure Water. As liquid water is heated from 298 to 673 K, the hydrogen bonded
tetrahedral structure dissipates. Based on simulations with the SPCE (Simple Point
Charge Extended) model (1), Guissani and Guillot (2) observed that the
coordination number of pure saturated liquid water (Figure 1) increases with
temperature from a value of about 4.5 at 300 K to a maximum value of 5.9 around
473 K and then decreases towards the critical point. The tetrahedral structure of
liquid water causes the coordination number to be about 4.5 at ambient conditions,
instead of a value of 12 for a typical Lennard-Jones liquid. Furthermore, molecules
beyond the first shell also participate in a very large connected H-bond network. As
the temperature is increased, the H-bond network gradually collapses, and
molecules in the first shell become much more free to reorient, leaving room for
other water molecules. This collapse increases the coordination number. At
temperatures larger than about 500 K, the coordination number decreases due to the
decrease in density.

The most striking change in structure takes place between 373 and 473 K (2).
Here the second peak in the oxygen-oxygen distribution function gg shifts

progressively from 4.5 to 5.5 A. Furthermore, at 473 K there are very few angular
correlations beyond the first shell of neighbors, indicating the extended hydrogen
bond network is largely destroyed. Nevertheless, the remaining hydrogen bonds
persist up to the critical temperature (3), as is also observed in predictions of a
lattice fluid hydrogen bonding model (4), which utilized energy, entropy, and
volume of hydrogen bonding parameters obtained from spectroscopic data at
subcritical conditions (5).

There is some controversy regarding the degree of hydrogen bonding in SCW.
Recent neutron .diffraction studies (6,7) indicate that the degree of hydrogen
bonding in pure SCW is lower than the values from simulations based on rigid
models (such as SPC (Simple Point Charge)(8) and SPCE). This disagreement was
confirmed by new simulations with the SPC model(9) done at conditions matched
to the experiments. However, significant challenges are present in interpreting the
above neutron diffraction data (9,10). The neutron diffraction results agree
quantitatively with ab-initio computer simulation(10) for the total structure factor,
but the agreement for the spatial radial distribution functions is substantially less
satisfying. Further support for an SPC-like model even in SCW comes from the
fact that the ab-initio simulated molecular dipole moment is close to that of the SPC
model rather than to the gas phase result. The persistence of significant hydrogen
bonding among water molecules would not be surprising considering that the
hydrogen bond energy considerably exceeds kT even at the critical temperature.
Furthermore, previous and new experimental results by Gorbaty et al. (11-13) using
IR spectroscopy and X-ray diffraction techniques indicate the presence of hydrogen
bonds in supercritical water at temperatures up to 800 K . Thus the degree of
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hydrogen bonding in pure SCW is an open question and represents an interesting
theoretical and experimental challenge.

Nonelectrolytes in Water. For non-polar solutes, the mechanism of hydration to
explain the minimum in the solubility of rare gases and other small solutes in
saturated liquid water versus temperature has been proposed by several authors
(14,15). For an apolar solute such as a rare gas at low temperatures, the solvation
structure is characteristic of so-called hydrophobic hydration. The hydrogen
bonding groups straddle the nonpolar surface in order to maintain the hydrogen
bonding available to the bulk water. This highly oriented solvent structure
resembles clathrate hydrate structures locally. As shown in Figure 1, at ambient
conditions the coordination number is much higher for water about Ne than about
water. In contrast with the behavior of pure water, there is a pronounced decrease
in the coordination number of these hydrophobic solutes as water densities are
reduced and temperatures increased along the liquid branch of the coexistence
curve. This observation is the first entry in Table I, which will serve as a summary
of all the important results throughout this study. Guillot and Guissani (16)
simulated the solvation of hydrophobic solutes. At low temperatures, a polyhedral
cage of water molecules is formed around a hydrophobic solute that is favored by
the highly connected H-bond network. At temperatures higher than about 400 K,
for liquid densities on the coexistence curve, the decrease in density favors the
occurrence of cavities in the H-bond network that increases the solubility.

Table I. Effect of temperature on the hydration of solutes in the subcritical
region from 300 to 573 K along the saturation curve.

Property Nonelectrolyte Electrolyte

Coord. number large decrease very small decrease
AH -to+ - (small change)
-TAS +to - + (small change)
AG (maximum) - (small change)

To illustrate these concepts we show in Figure 2 computer simulation (16) and
experimental data (17,18) for thermodynamic properties of hydration of Xe in
liquid water on the coexistence curve for the SPCE model. Extensive discussions
about the choice of an appropriate reference state have been presented (19,20).
Here we use the excess Gibbs free energy AGO defined as the change in free energy
in transferring the solute from pure ideal gas state to a state at infinite dilution in the
solvent at the same temperature T and pressure P. It is related to the solubility of
the gas in the liquid through ky, the Henry's constant, by

AG’ = RT Inky (D
where ky =lim,, _)0_& )
x

and f2 and x7 are the fugacity and liquid mole fraction of the solute, respectively.
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Figure 1. Variation of the coordination number of pure water and Xe and Ne
at infinite dilution in liquid SPCE water at densities on the coexistence curve
according to MD simulation data (2,16).
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Figure 2. Thermodynamic properties for Xe in water (same densities as
Figure 1). Continuum curves are computer simulation data from Ref. 16.
Points are experimental data from Refs. 17 and 18.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch005

August 10, 2012 | http://pubs.acs.org

5. JOHNSTON ET AL.  Simulation and Spectroscopy of Solvation in Water 81

The positive AG® near ambient conditions is caused by ordering of the water, as
is evident in the negative AS°(21) while the energy of hydration is slightly
exothermic . As the temperature is increased, the tetrahedral extended hydrogen
bonding network of water is disrupted, so that there is less tendency for water to

orient itself about the solute. Consequently ASO decreases in magnitude and

becomes positive. Also, AHO becomes smaller in magnitude, until it changes sign
and becomes endothermic, reflecting the energy needed to create a cavity in the
solution. Here the contribution of the attractive solute-solvent interactions becomes
progressively smaller relative to the repulsive forces. Since at low temperatures

AHO is found to change more rapidly than -TAS©, the sum, AGO, increases with
temperature passing through a maximum (that corresponds to a minimum in gas

solubility) at temperatures near 400 K ( Table I). Afterwards AGO decreases
causing the solubility to increase reaching values higher than at ambient conditions.

Electrolytes in Water. A systematic investigation of the qualitative behavior of
solutes of different charge at infinite dilution in ambient water has been carried out
by Geiger (22). The nature of the structure breaking effect has been investigated
using molecular dynamics (MD). Static and dynamic properties have been
compared for the interactions of water with otherwise equivalent spherical solutes
carrying charges ranging from 0 (non-polar, Xe type) to +2 (several cations) and -1
(model anion). An increase in charge causes the first peak in the solute-oxygen pair
distribution function (designated as gio(r)) to become much higher and more
narrow reflecting the growth in structure in the first solvation shell due to the
increasingly attractive electrostatic interaction. Also, an increment of about 30 K
does not change the first peak in gjo(r) for the case of a monovalent cation,
although the structure beyond the first shell is flattened out. For a given charge, the
first peak of gro(r) is comparable for an anion and a cation, while more structure is
found in the second shell of the anion. The effect of solutes on water structure (for
example on goo(r)) has also been analyzed. The addition of a nonelectrolyte
increases the first peak of goo(r) slightly, while ions partially destroy the water
structure. A similar loss in structure occurs in pure water with an increase in
temperature. Recently, MD simulations have been used to determine the

equilibrium structure of water molecules about Nat and Cl- ions at ambient
conditions and at two states near the critical point (23,24). The SPC model was
used for water. It has been found that the local density of water in the first solvation
shell of the ions decreases only slightly from AW to SCW conditions. The first
measurements of ion hydration in SCW have been reported recently (25) using X-
ray absorption fine structure. Radial distribution functions have been determined
for 0.2M solutions of Srt+ in SCW, and also for solutions of Kr in SCW. The
decrease in coordination number from AW to SCW for Sr*+ is much larger than
that for CI- in simulations. Because of this profound difference in desolvation
behavior, further work is required to understand ion solvation as was the case
above for pure water.

The system NaCl at infinite dilution in water has been the subject of several
publications (26,27). In particular, Cui and Harris (26) studied this ion pair system
over a wide range of temperature and density, and also considered ion association.
At 800 K and a density of 0.083 g/cm3, the ion association is driven by a gain in the
entropic contribution to the potential of mean force (pmf) due to the loss of
electrostriction upon ion pairing. The energetics oppose ion pairing as water
strongly solvates the isolated ions. The results follow the same trends by
continuum theory (28) at ambient conditions, but the actual values are much larger
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Figure 3. Variation of the coordination number of Cl- versus temperature in
SCW according to MD simulations (29-31), SPC model. Density and
temperature reduced with the model critical properties.
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Figure 4. Solvatochromic data for acetone in SCW (35).
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in magnitude in SCW. On the other hand, the presence of oscillations caused by the
molecular nature of the solvent in the pmf, as given by molecular theory in AW
(28), is absent at SCW conditions.

Recently, we examined the solvation of species of varying polarity along the
reaction coordinate for the SN2 reaction of C1” and CH3Cl from ambient water to
SCW (29-31). The SPC model was used for water. In the collinear transition state,
the negative charge is distributed equally between the two chlorines. For T, =1 and

pr = 1.5 (temperature and density reduced with respect to the critical properties of

the SPC model (32) corresponding to T=587 K and p= 0.405 g/cc), the free energy
barrier at the transition state is nearly as high as in ambient water, corresponding to
the small reduction in the coordination number about C1~ which keeps the reactants
well-stabilized (Table I). At 758 K and 0.11 g/cc, the coordination number of
water about CI” is 4.6 according to our simulations (31), compared to a value of 4.5
obtained by using a lattice model that incorporates hydrogen bonding (4), while the
corresponding simulated value at ambient conditions is 8. In Figure 3 the
coordination number about the chloride ion ncy are presented over a wide range in

temperature and density for the ion-dipole complex between CI” and CH3Cl.

Extreme conditions (e.g., reduced densities of 0.05 and 0.3 for reduced
temperatures of 1.0 and 1.3, respectively) are found to be necessary to remove half
of the water molecules in the first solvation shell about the chloride ion. In
addition, much of the hydrogen bonding in AW is still present down to p, = 0.5,
despite the fact that the majority of the weaker water-water hydrogen bonds have
dissipated (30,31).

A compilation of experimental hydration properties for ionic solutions has been
presented (33) along with a discussion of several models. At subcritical conditions,
from 300 K to about 573 K, both experimental measurements and predictions of a
semicontinuum model (34) show a small change in AG, AH and -TAS as a function

of temperature (Table I). Solvation is highly exothermic, as indicated by AH. The
change in entropy is always negative but remains relatively small within this range
of temperatures. However, both AH and -TAS change markedly above 573 K as the

liquid expands to a much greater degree with temperature on approach to the critical
density.

Review of UV-visible Spectroscopy.

UV-visible spectra of organic solutes in SCW have become available only recently.
In both supercritical fluids and conventional liquids, solvent-solute interactions are
often characterized by spectral shifts for solvatochromic probes. Solvatochromic
data are shown for acetone in SCW in Figure 4 (35). The value Av (max) is the
energy of the maximum in the n-m* absorbance band. It is corrected for
temperature effects, based on measurements of v (max) in argon. The Av (max) of
water mimics that of many organic solvents as the temperature increases. This
parallelism suggests it could be used as a substitute for various organic solvents.
Three distinct density regions are observed, as were observed previously for

fluorescent probes in CO, and fluoroform (36). In the liquid (1.5 < pr < 3.5) and
gaseous regions (pr < 0.5), Av (max) changes significantly with density, whereas it
changes much less in the near critical region (0.5 < pr < 1.5). The degree of
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Figure 5. Temperature dependence of Kgya for the reaction of B-naphthol
+ OH - (39).
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hydrogen bonding between acetone and water may be estimated from the difference

between the experimental Av (max) and the calculated so-called physical
contribution, due to dipole-dipole and induction forces. Based on this, the hydrogen
bonding persists to densities as low as 0.1 g/mL. At 653 K, it is well established at

pr = 0.5 and changes little with an increase in density. At the critical point about
173 of the hydrogen bonds between acetone and water at ambient temperature are
still present, which is analogous to the behavior of hydrogen bonding in pure water
based on IR spectra (37) and computer simulation data (3,38).

In a second example of UV-visible spectroscopy of organic solutes in
supercritical water, we examine Bronsted acid-base behavior (39). The objective is
to develop in-situ pH indicators for SCW. The equilibrium constant, Kgya, for a

reaction between an organic acid (B-naphthol) and a base (OH- ion) may be written
as

HA + OH = A"+ H20 3)

with an equilibrium constant defined by

Kppp = ———-—— “)

where the infinite dilution activity coefficient of each species is defined as unity,
and the mole fraction of water is essentially unity.

Experimental results for the temperature dependence of Kpya are shown in
Figure 5 for a constant pressure of 345 bar (39). The lines are extrapolations of the
data with a modified Born model which includes the water of hydration in the Born
radius for OH™. Over most of the temperature range this acid-base reaction is
exothermic (at a constant pressure of 345 bar); however, it becomes endothermic at
the highest temperatures. At high temperatures, the results are complicated by the

large decrease in p with an increase in T. The change in slope of logKgpya vs 1/T at

constant pressure may be understood in terms of the following thermodynamic
relationship:

AHO/RT? = (JInK/JT)p = (9InK/dT)p - pax (JInK/dp)T 5)

where o is the volume expansivity (-1/p)(dp/dT)p. At lower temperatures, the
isothermal compressibility and volume expansivity are relatively small and the
second term may be neglected. Here, the reaction is exothermic for Kgya since the
acidity and basicity of the products are less than that of the reactants. However, at
higher temperatures, the volume expansivity becomes large and the second term
becomes dominant. Because dInK/dp is relatively constant, the shape of the
isotherms at high temperature follows the volume expansivity. The isobars become

endothermic at high temperatures, since dlnK/dp is negative and the volume
expansivity is positive. The decrease in K with an increase in p is due to the greater

stabilization of the smaller OH- ion relative to the naphtholate anion as the
dielectric constant increases.
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Results and Discussion.

Fluorescence Spectroscopy. Because we are not aware of previous fluorescence
experiments of organics in water at elevated temperature, we present a brief
description of the experiments. Ultra-filtered water (Millipore) was used for
experiments. Pyrene (Aldrich) was purified by vacuum sublimation at about 423 K.
Fresh solutions (10-7 - 10-6 M) were prepared and filtered for each experiment.
The stability of pyrene in pure water was tested in batch stainless steel reactors,
which consisted of Swagelock 1/4" tees. The solutions first were purged with
nitrogen for 30 min., then the reactors were sealed at room temperature in a nitrogen
atmosphere and immersed in a constant-temperature (673 K) sand bath for 2 hours.
The products were analyzed by gas chromatography. Pyrene was stable in pure
water for at least 2 hours at 673 K and 345 bar.

Steady state fluorescence spectra were obtained with an SLM Aminco 500
fluorometer and a high pressure optical cell with three sapphire windows. The cell
was similar to a previous design (35). The excitation wavelength was 338nm.
Emission and excitation slit widths were 5 nm and 7 nm, respectively, because of
the decrease in quantum yield at high temperature. The pressure was controlled
electronically with a Beckman Model 100 A HPLC pump and was measured to
within 1% with a Heise 710A digital pressure gauge. During a spectral scan, the
pressure varied less than 0.345 bar. The solutions were first deoxygenated with No

for 30 min.

The Py scale of solvent polarity is based on the photophysical properties of
pyrene in solution. The emission spectrum of the monomer consists of five vibronic
bands labeled I-V in progressive order, i.e. the 0 - 0 bands being labeled I, etc. The
intensity of various bands are strongly dependent on solvent environment.
Significant enhancement is observed in the O - 0 vibronic band intensity in the
presence of polar solvents. The ratio of emission intensities for bands I and III
(Py=I/II) serves as a measure of solvent polarity and structure (40,41). Figure 6
shows steady state fluorescence spectra of pyrene in pure water at different
temperatures. Py changes with temperature as water density decreases along the
coexistence curve as shown in Figure 7. The peaks (Figure 6) become broader as
temperature increases. The intensities of emission at 373 nm and 383 nm have been
chosen to determine the ratio /III. At 293 K, the Py value determined in this work
is about 10% lower than that reported by Street and Acree(40). They used a 3-nm
emission slit width at 294 K. The difference may come from the difference of
emission slit width (42,43).

For temperatures from 300 to 520 K, Py decreases fairly linearly with
temperature. The III band is small, since the polarity of water is high. Above 473
K, the I band becomes small as well. At 520 K, there is a sharp decrease in Py. Itis
interesting that this discontinuity takes place in the region where the coordination
number of pure water (Figure 1) goes through a maximum. This temperature is
approximately in the region where the tetrahedral structure of water has vanished.
This sharp decrease is also observed for the coordination number of water about Xe
and CH4 (Figure 1), except that it takes place at 570 K. However, a large change

was not observed in this region for the Av (max) of acetone or the hydration of Cl-.
It appears that this large change in solvation is present for hydrophobic solutes and
does not occur for highly polar and ionic solutes. For temperatures above 577 K,
Py is quite small, near that of cyclohexane, and changes little as the temperature is
further increased.

Structural Results from MD Simulations. In this section we focus on solvation
properties for ions in subcritical liquid water and at one supercritical condition.
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Radial distribution functions of the chloride ion in water are compared at three
states: 1) ambient liquid conditions: T= 298.15 K and p = 0.997 g/cc; 2) an
intermediate subcritical temperature and liquid density : T= 523 K and p = 0.8 g/cc;

and 3) a supercritical condition: T = Tc and p = 1.5 pc (T = 587 K and p= 0.405
g/cc). The SPC model was used for water; details are given in our previous
publications (29-31). We consider the solute-oxygen and solute-hydrogen pair
correlation functions, in order to obtain information about the effect of temperature
and density on the structural arrangements of water near the solute.

Figure 8 shows the chloride-oxygen pair correlation function. The results at
liquid subcritical conditions are from new simulations. At room temperature, water
molecules distribute near the chloride ion in a first shell with a maximum at 3.5 A,
followed by a deep minimum at 4 A, and a second shell that peaks at about 5.5 A.
When the temperature is raised to 523 K, the first peak broadens slightly remaining
centered in the same position. The first minimum and the second peak shift
outwards to approximately 4.4 and 5.8 A, respectively. The shift of the position of
the second oxygen peak (Figure 8) to further distances at the higher temperatures is
due to the higher kinetic energy and lower bulk density. At supercritical
conditions, the first peak is even broader and the second peak is substantially
diminished. The coordination number calculated according to a geometric
definition (30 ,31) remains constant, within the statistical error, ranging from an
ambient value of about 8 to 7.6 at 523 K to 7.7 in SCW.

The solvent structure is further understood upon examination of the solute-
hydrogen distribution function. The first two peaks in go(r), shown in Figure 9,
correspond to the two hydrogen atoms belonging to water molecules in the first
coordination shell that form H-bonds with the chloride ion. At the three states they
peak at about 2.5 A. The magnitude of the first peak has a minimum value at the
intermediate temperature, however the number of chloride-water H-bonds does not
pass through a minimum at that condition, but decreases from a value of 7.2 at
ambient water to 6.3 at the intermediate temperature and a lower value of 4.2 at the
supercritical condition. The difference between the behavior of g(r) and that of the
number of hydrogen bonds is just due to a factor of the density absent in g(r).

The decrease in the number of chloride-water hydrogen bonds is also seen in
Figure 10, that shows the chloride-water pair energy distribution. The ordinate
represents the number of water molecules interacting with the chloride with the
energy given in the abscissa. The highest peak, centered near zero, is indicative of
the water molecules located far away from the solute. The other peak, centered at
about -12 kcal/mol, corresponds to molecules forming hydrogen bonds with the
chloride, and a clear decrease is observed as a function of temperature.
Nevertheless, the number of strong interactions remains high, as indicated by the
persistence of the AW coordination number at the intermediate and supercritical
temperatures. As pointed out in Table I, this determines one of the main
differences in behavior of electrolytes as opposed to nonelectrolytes.

Summary.

The main features of hydration in the subcritical region are summarized in Table I
along the liquid branch of the coexistence curve from 300 to 573 K. The
coordination number of nonelectrolytes decreases significantly as the temperature is
increased to the critical point, according to both simulations of rare gases and
fluorescence studies of pyrene. For gas solutes such as Xe, the enthalpy of
hydration changes from exothermic to endothermic as the coordination number
decreases. Also, the entropy changes from negative to positive as the hydrophobic
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effect dissipates, and the Gibbs free energy goes through a maximum. The entropy
of hydration is strongly influenced by the hydrogen bonds between the water
molecules surrounding the nonelectrolyte.

In contrast with the behavior for nonelectrolytes, there is little change within
this temperature range in the coordination number and each of the thermodynamic
properties of hydration for electrolytes with temperature. The strongly attractive
nature of the chloride-water interaction versus the weaker nonelectrolyte-water
interaction explains the difference in the temperature effects. It also explains the
fact that the water-water interactions have a much smaller influence on the
coordination number of electrolytes versus nonelectrolytes.
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Chapter 6

Supercritical Fluid Flow Injection Method
for Mapping Liquid—Vapor Critical Loci
of Binary Mixtures Containing CO,
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A simple peak-shape method(]) was used to estimate liquid-vapor
critical loci of 13 binary mixtures, yielding accurate results when
compared to limited available data. The technique is a flow-injection
method performed with chromatographic equipment, a flame-
ionization detector, and subcritical and supercritical fluids. Each
analysis is performed under isobaric and isothermal conditions. The
resulting detector signal indicates the phase state. Twelve to fifteen
mixture critical points can be determined in about 1 - 1.5 days.

The binary mixtures studied were CO) combined with:
acetone, acetonitrile, 1-butanol, chloroform, ethanol, hexane,
methanol, octane, 1-octanol, 1-propanol, 2-propanol, tetrahydrofuran,
and toluene. Mixture critical points were determined within 1 °C and
1 atm (0.1 MPa). The maximum deviation between mixture critical
pressures for CO2-toluene and CO7-methanol determined by the
gt;gk-shape method and data reported from view-cell techniques was

0.

With the exception of a few cases, phase equilibrium data that have been reported to
date are far from adequate for supercritical fluid chromatography (SFC) and
supercritical fluid extraction (SFE) purposes. In many cases no data exist at all.

Due to the non-polar nature of CO5, it is common to add a modifier in both SFC
and SFE to enhance the performance of the system. In SFC, even when a modifier
is not added, the solvent used to dissolve and introduce the sample forms a binary
mixture with the CO7 mobile phase. In a binary mixture, the phase state depends
on the composition of the mixture and on the local temperature and pressure.
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Knowledge of the phase behavior of COy combined with typical laboratory
solvents would be very useful in setting parameters for SFC, SFE, and other
applications of supercritical fluids. However, in 1994, Page et al. reported that only
8 of 38 common COy-solvent binary mixtures have been adequately investigated for
SFC and SFE purposes(2). These are CO) combined with: acetone, benzene,
ethanol, hexane, methanol, toluene, tributylphosphate and water.

The literature contains several references describing phase behavior
investigations of various CO2-solvent binary mixtures. For example, Gurdial et al.
provide discussions concerning binary mixtures of CO2-acetone, CO2-isopropanol,
CO2-(C1 - C6) n-alcohols, and CO2-(C5 - C10) n-alkanes(3). Jennings et al.
provide a thorough review along with their own work for CO2-1-alkanol

systems(4). Typically these studies do not exceed 60 °C and 10 mol % solvent in
CO2. Thus a lot of data exist for the low-temperature end of various liquid-vapor
(1-v) critical loci, while little data exist from 60 °C to the critical point of pure co-
solvent. Of the mixtures studied in the present work, sufficient previously reported
data to permit estimation of the entire 1-v critical locus exist only for CO2 combined
with acetone, ethanol, methanol, and toluene.

The limited amount of available phase behavior data stems from the
difficulty of acquiring data with the methodology and equipment used in the past.
Most previous studies have been performed using high-pressure view cells and
either visual observation or light-scattering detection. This permits investigation of
phase equilibria in terms of pressure, temperature, and composition (P-T-x).
However, these techniques require a considerable amount of time and equipment not
commonly available in most analytical chemistry laboratories.

In 1993, a simple and relatively fast solvent-peak-shape method was
described for estimating 1-v critical loci of CO2-solvent binary mixtures(/). This
work is capable of being performed with SFC equipment, but only determines the
temperature and pressure coordinates of points on the 1-v critical locus. A single 1-v
critical locus can be mapped in about 1 - 1.5 days. So far we have estimated thirteen
CO2-solvent l-v critical loci using this method.

In this manuscript, “critical point," "critical pressure," and "critical
temperature” will be used when a single component is being discussed. "Mixture
critical point,” mixture critical pressure," and "mixture critical temperature” will be
used to discuss phase behavior of a binary mixture(5). The identification of
different types of binary mixtures (i.e. Type I - Type VI) will be that originally
described by van Konynenburg and Scott(6).

Background

The peak-shape method(!) is based on the process of dynamic liquid film formation
and removal. A small volume of test solvent is injected into a capillary tube. This
tube then passes into a temperature-controlled oven. The outlet is connected to a
flow restrictor interfacing the tube with a flame-ionization detector (FID). A
pressure-controlled stream of CO? continuously flows through the apparatus. The
test solvent is injected at room temperature, where only a single liquid phase exists
over the full range of composition of the resulting binary mixture. The test solvent
is then transported to the oven by the flowing CO2. A loss in the definition of the
solvent plug edges will occur due to longitudinal diffusion, Taylor dispersion, and
other dispersion phenomena during transport. For these reasons, the injection
volume must be large enough to ensure delivery of a portion of pure solvent to the
heated region of the capillary tube.

If the oven temperature is between the critical temperatures of the two
components, and the pressure is below the l-v critical locus, phase separation is
thermodynamically possible. Let us consider what happens at an observation point
near the injector end of the thermostatted portion of the capillary tube while the
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system is maintained at pressure P] (see Figure 1). As the center of the solvent plug
approaches the observation point, the concentration of solvent in the CO2 mobile
phase begins to rise. When the local solvent concentration crosses the dew-point
curve, the fluid divides into separate liquid and vapor phases. The compositions of
these phases (solvent-saturated vapor and CO2-saturated liquid) are fixed for a
given pressure. As the overall concentration of solvent continues to increase, the
ratio of liquid to vapor increases at the observation point. When the solvent
concentration passes through the bubble-point curve, the last bubble of vapor
disappears forming a single-phase "plug" of liquid. The concentration of solvent in
the liquid phase is now free to rise to unity as the heart of the liquid plug approaches
the observation point. Thus, as the liquid plug moves past the observation point, the
mole fraction of solvent varies from zero to essentially unity and then eventually
back to zero as the liquid plug is swept away.

As the experiment is repeated at progressively higher pressures, the
compositions of the liquid and vapor phases approach each other and merge at the
mixture critical point. This occurs when the pressure is at the mixture critical
pressure corresponding to the mixture critical temperature that is equal to the oven
temperature. At pressures greater than the mixture critical pressure, no phase
separation occurs. This is somewhat analogous to the procedure used by Ng and
Robinson(7) in which the compositions of the two phases were determined and were
observed to merge at the mixture critical pressure. However, as we will explain
later, the peak-shape method avoids the need of determining the compositions of the
two phases, when only the mixture critical pressure and temperature are desired

If a liquid plug is formed, it will be propelled down the tube by the
continuous application of "dry" CO2 at the inlet end. If the solvent wets the walls of
the capillary tube, a liquid film will remain behind the plug on the walls. The plug
volume is consumed by this process of dynamic liquid film formation, if the tube is
long enough for the solvent volume injected.

As soon as film formation begins, so does its removal. "Dry" CO2 enters
from the inlet end of the tube, passes over the liquid film, and evaporates solvent
until becoming saturated. Thus, the film disappears from the inlet end as shown in
Figure 2. The dynamic film formation and removal process in a tube is analogous to
that occurring in the retention gap injection procedure in gas chromatography
(GC)(8-11) and in the dynamic coating procedure used to deposit stationary phases
in open-tubular GC columns(12-16). The rate of solvent removal depends on its
saturation concentration in CO2 vapor under the applied pressure and temperature,
and on the flow rate of the CO2 vapor.

Following injection, only a normal baseline signal is recorded until one tube
volume passes through the system. The first solvent to reach the detector is in the
saturated vapor phase (the edge of which has been somewhat softened by transit
through the column, connector, and restrictor). Thus the detector signal changes
rather abruptly from background to a current corresponding to the delivery rate of
solvent-saturated CO2 vapor. Since the mobile phase is saturated with solvent, the
detector signal remains flat as long as this composition is delivered to the detector.
Because each analysis is performed under isothermal and isobaric conditions, the
composition should remain constant. The detector signal remains flat until the last
of the liquid evaporates and is transported to the detector, after which the signal
reverts back to the background level. Thus the normal solvent peak is rectangular in
shape when a liquid film is formed.

The height of the rectangular peak is determined by the removal rate and
subsequent delivery rate of solvent vapor to the FID. As pressure is increased and
nears the mixture critical pressure, the saturation concentration of solvent in the
vapor phase increases, causing the solvent film to be more quickly removed. This
increases the height of the rectangular detector signal. Upon increasing pressure, a
slight increase in mass flow rate will occur through the (passive) flow restrictor.
This will also contribute to a slight increase in the height of the detector signal.
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Figure 1. Isotherm for a Type I binary mixture.
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Increasing temperature has a similar effect on the peak height, as the saturation
concentration of solvent in CO2 vapor increases. The area of the detector peak
reflects the total mass of solvent injected and should be constant for a given
injection volume. Under constant temperature, pressure, and flow rate conditions,
increasing injection volume will cause a longer film to form in the capillary tube.
Thus the time required for removal will increase, yielding longer detector signals.
However, the height of the peaks should not change as the saturation concentration
and flow rate are not affected by injection volume.

If the oven temperature is between the critical temperatures of the two
components, and the pressure is above the 1-v critical locus (P2 of Figure 1), only a
single phase will be present. Phase separation does not exist, so the process of
dynamic film formation cannot occur. Under these conditions, the injected solvent
simply experiences the characteristic longitudinal diffusion and dispersion band
broadening mechanisms as it travels down the tube to the FID. The resulting
detector signal is a skewed Gaussian peak. By observing the peak shape, the
phenomena occurring in the tube can be monitored, and hence the phase behavior of
the mixture under the controlled temperature and pressure conditions can be
determined.

Another important consideration is the temperature of the FID. Figure 3
shows the temperatures experienced by the injected solvent over an entire analysis
under two-phase conditions. Initially, injection is performed at room temperature
(T1), and only a single liquid phase exists. Upon entering the thermostatted oven
(T2), phase separation will occur. To avoid potential problems with phase behavior
upon expansion through the restrictor into the FID, the FID temperature (T3) should
be maintained above the critical temperature of the least volatile component of the
mixture. This results in the delivery of a single phase to the detector, and avoids
unwanted additional phase changes.

To successfully apply the peak-shape method, the column must be long
enough for sufficient film formation and removal to occur. The required injection
volume is dependent on the mixture being studied, and the pressure and temperature
applied. If too small an injection volume is used, film formation and removal will
not occur to the extent that the resulting detector signal is distinguishable as either
rectangular or skewed Gaussian. This is because not enough solvent is present to
saturate a significant amount of the CO7 vapor phase. Under one-phase conditions,
if too large an injection volume is used in a short tube, the resulting peak shape may
appear to be rectangular. This results because there is insufficient time for
dispersion phenomena sufficient to produce a skewed Gaussian appearance to occur.
Thus, it may be necessary to change the injection volume in the course of a set of
observations to verify that rectangular peaks are caused by saturation, and that
skewed Gaussian peaks are not due to an insufficient injection volume. In addition,
relatively small injection volumes are required at low temperatures. However, at
higher temperatures the injection volume must be increased because the
concentration of injected solvent increases in the saturated vapor phase. The
temperature where the injection volume must be increased varies among solvents
and must be experimentally determined.

A third peak shape might be observed when applying the peak-shape
method. This is a stepped peak. It will be observed when the pressure and
temperature are in a two-phase region of the phase diagram, and the injection
volume is too large for the length of tube being employed. When this occurs, the
liquid plug will not be completely exhausted by dynamic film formation prior to
reaching the detector. Thus, liquid solvent is initially delivered to the detector, and
produces a very large signal. After all of the excess liquid plug reaches the detector,
only solvent-saturated vapor will be left to be delivered. The signal drops to a level
corresponding to the delivery rate of the vapor phase and remains at this level until
all of the injected solvent has been evaporated and swept into the detector. Stepped
peaks can be avoided by employing a tube long enough (with respect to the injection
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volume) to allow the entire liquid plug to be consumed by the process of dynamic
film formation.

Experimental

Solvents. All solvents were used as received without further purification. Acetone,
1-butanol, chloroform, octane, 1-octanol, 1-propanol, 2-propanol, and toluene were
Reagent Grade. Acetonitrile, hexane, and methanol were HPLC Grade. Ethanol
was USP-Absolute 200 Proof, and tetrahydrofuran was High Purity, UV Grade.

Apparatus. Two systems were used. A general schematic of system 1 is shown in
Figure 4. System 1 could be set to the nearest 1 °C and 0.1 MPa, and was used to
estimate the 13 1-v critical loci. System 2, controllable to 0.1 °C and 0.01MPa, was
used for more thorough investigations into the performance of the peak-shape
method by studying CO2-methanol.

For system 1, a modified(17, 18) Varian Analytical Instruments (Palo Alto,
CA) syringe pump provided the pressure-controlled CO2 stream for all studies.
Solvents were injected by means of a Valco Instruments Company, Inc. (Houston,
TX) ECI4W internal loop injector valve, with varying sample loop sizes of 60, 100,
200, and 500 nL. A Hewlett- Packard Company (Wilmington, DE) 5830A GC was

used for both the oven and the FID. The FID was maintained at 350 °C. Polyimide-
coated fused-silica capillary (50-pum i.d.), Polymicro Technologies (Phoenix, AZ)
was used. The capillary tube lengths ranged from 2 to 6 m. Most of the studies
were performed using approximately 6-m lengths. All fused-silica capillary
connections made outside the oven employed PEEK tubing sleeves with stainless
steel ferrules and nuts. All fused-silica capillary connections made inside the oven
employed stainless steel fittings with graphite fused-silica adapters.

SFC-grade CO2, Matheson Gas Products, Inc. (Secaucus, NJ), was used for
all studies. Stainless steel tubing, 0.05-cm. i.d., ran from the pump and was attached
to approximately 25 cm of fused-silica capillary, 50-umi.d., by a Valco ZU1 union.
The capillary tube was then connected to the Valco injector. Placing a short section

of 50-um i.d. fused-silica capillary between the injector and the pump's supply tube
helped to minimize back flow of solvent upon injection. The injector was placed on
top of the GC, under room temperature conditions. Injection was performed using
the waste-port-restrictor technique(79). A short piece of fused-silica capillary, 25-

um i.d., served as the waste port restrictor. The capillary tube used for the phase
behavior studies was mounted on a wire GC-style column cage, and hung in the
oven. The inlet end was pushed through a septum in the unused injector port of the
GC, and connected to the external Valco injector. Depending on the injector loop
size, between 25 cm and 75 cm of capillary tube was left at room temperature from
the injector to the oven. This is necessary to dampen the flow recoil when the valve
is actuated, and thus prevents contaminating the CO2 supply tube and fitting (20).
The other end of the capillary tube was connected via a Valco ZU.5 union to a frit
restrictor, Dionex Corp. (Salt Lake City, UT), which was attached to the FID. Each
solvent injection was made under isobaric and isothermal conditions. Detector
attenuation was kept high in order to observe the solvent peaks.

System 2 was a Dionex Corporation Supercritical Fluid Chromatograph,
Model 501. It consisted of a syringe pump, pneumatic actuated injector, oven, and

FID. Deactivated fused-silica capillary tubing (Polymicro Technologies), S0 um
i.d., and 20 min length was used. The capillary tube was connected to a frit
restrictor (Dionex Corp.) using the column coupler supplied with the instrument.
The FID was maintained at 250 °C.
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Calibration. A two-point pressure calibration was performed on system 1. The
system "zero" was set to 1 atm when the pump was in the "empty" position and the
outlet line was open to the atmosphere. The output was monitored with a voltmeter,
and the "zero adjustment” on the pump pressure monitor board was set so the
voltmeter gave a reading of 0.010V (1V = 100 atm). (Note: All pressures were
experimentally determined in units of atmospheres, and have been converted here to
MPa.) The pump's outlet line was then connected to a lecture bottle of CO2,
submerged in a room-temperature water bath. Again, a voltmeter was used to
monitor the output of the pressure transducer. The "gain adjustment” on the pump
pressure monitor board was set to give the calculated vapor pressure for CO2 at the
temperature of the water bath. The pressure drop that exists in the system was
ignored because it should be small in a short, open tube. The programmed
temperature of the GC oven was calibrated using a data logger and a thermocouple.
Temperatures to the nearest degree Celsius were obtained from the calibration
curve.

System 2 was capable of being operated at 0.01 MPa increments. The
system was calibrated by a one point calibration procedure. The peak-shape method
was used to determine the phase transition for CO2-methanol at 60.0 °C, and this
value was compared to that reported by Brunner (2/). The difference between the
two values was 0.21 MPa. This was taken as the pressure drop of the system.
Because the programmed pressure of the instrument is the applied pressure at the
inlet of the tube, and not the pressure at the outlet, 0.21 MPa was subtracted from all
pressures in future studies. The oven temperature was monitored using a
thermocouple, which was calibrated to the nearest 0.1 °C by determining melting
points and boiling points of standard substances.

Results and Discussion

Figure 5 shows a series of detector signals obtained using the peak-shape method for
the study of CO2-methanol at 150 °C. The change in peak shape can be observed
over the pressure range of 16.1 MPa to 16.3 MPa. The peak at 16.1 MPa has a flat-
top or rectangular characteristic. The peak at 16.3 MPa appears to be skewed
Gaussian. The phase transition occurs somewhere between these two pressures.

The peak at 16.2 MPa shows a transitional peak, one that is a cross between
rectangular and skewed Gaussian. Based on this, the mixture critical pressure is
estimated to be 16.2 MPa.

Plotting Peak Height vs. Pressure. As can be seen in Figure 5, observing the peak
shape allows a rough estimate of the mixture critical pressure to be made. However,
this is a very qualitative and subjective determination. It was found that objectivity
could be added to the determination of the mixture critical pressure by plotting peak
height vs. pressure. Over a small pressure range, the CO2 mass flow rate is
approximately constant, and thus the output signal is proportional to the vapor phase
concentration of the solvent. Under isothermal conditions, the solvent concentration
in the vapor phase remains relatively constant with increasing pressure except when
very near the mixture critical pressure. There the solvent concentration in the vapor
phase rapidly changes with pressure.

A study was performed with system 2 using methanol as the solvent, a
temperature of 80.0 °C, and various pressures in the range of 8 - 20 MPa. Figure 6a
is a plot of the observed peak heights at various pressures. When large increments
of pressure values are used (0.1 MPa or larger), the plot resembles a sigmoidal
curve. The mixture critical pressure exists near the apparent inflection. At low
pressures, the plot is relatively flat indicating approximately constant vapor phase
composition. Near the mixture critical pressure, the vapor phase concentration of
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Figure 5. A series of peaks from studies of CO2-methanol at 150°C.

Table I. Comparison Of Carbon Dioxide-Methanol Data

Mixture Critical Pressure (MPa)

E. Brunner This Work This Work
Temperature (°C) Ref's 21, 22 System 1 System 2
46.5 9.01
48 9.5
48.4 9.29
50 9.6 9.8
60 11.14 11.4 11.15
70 12.56 12.7
71 12.8
80 13.74 139 13.74
81 14.0
90 14.8
100 15.42 15.5 15.39
110 16.03 16.1
120 16.4 16.48
130 16.5
140 16.41 16.4 16.42
150 16.13 16.2
160 15.8 15.74
169 15.36
170 15.3
180 14.7 14.58
190 13.9
198.5 13.06
200 12.93 13.0
218.5 10.86
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solvent increases considerably, as indicated by the increase in peak height. Above
the mixture critical pressure, only a single phase exists. The peak heights should
again be relatively constant. Because the height of the peak is dependent on the rate
of delivery of solvent to the detector, which will increase slightly with increasing
flow rate caused by increasing pressure, a slight positive slope should be observed
in the "flat lines" before and after the inflection point.

Another experiment was performed under the same conditions (80.0 °C for
CO2-methanol), except that the pressure was varied in 0.01 MPa increments in the
immediate vicinity of the apparent inflection shown in Figure 6a. The results of this
study are shown in Figure 6b. The apparent inflection is actually a discontinuity in
the plot. This discontinuity can be used to more objectively determine the mixture
critical pressure at a given temperature. The mixture critical pressure at 80.0 °C was
determined to be 13.74 MPa with this method. Using system 1 and simply
observing the change in peak shapes resulted in an estimated value of 13.9 MPa at
80 °C for the mixture critical pressure.

Although the method of plotting peak height vs. pressure yields more precise
values for mixture critical pressures, it is more time consuming than simply
observing the peak shape change at the 0.1 MPa level. With system 1 we ignored
pressure drop, and used a simple calibration procedure. This allowed for a rapid
survey of a wide pressure range at 0.1 MPa increments. To obtain more precise
data, as is acquired with system 2, more tedious calibration procedures and analyses
must be used. A quick survey over a wide range of pressures must still be
performed to determine the location of the apparent inflection. Then several studies
must be performed by increasing pressure in 0.01 MPa increments to determine the
location of the discontinuity. Table I lists data obtained for CO2-methanol with
both systems 1 and 2, system 1 using the change in peak shape to determine the
mixture critical pressure and system 2 plotting peak height vs. pressure and
observing the discontinuity to determine the mixture critical pressure. Very small
deviations exist between the data from the two systems. The method of choice is a
function of the needs of the user, and depends on both the required precision of
mixture critical pressure values and the time available to perform such
investigations. Either method provides a significant advantage over view-cell
techniques in simplicity and time, and eliminates the need to use equations of state
for the prediction of phase behavior along the 1-v critical locus.

Comparison to Existing Data for CO2-Toluene and CO2-Methanol. The data
obtained with system 1 for CO2-toluene were compared to the phase behavior data
reported by Ng and Robinson from a high-pressure view-cell study (7). The
comparison is graphically represented in Figure 7. Data obtained with system 1 for
CO2-methanol was compared to the work of Brunner, et al. (21, 22). This
comparison is represented in Figure 8, and Table I. Even at the lower precision
obtainable with system 1, no more than a 3% deviation in mixture critical pressures
exists between data from the peak-shape method and that previously reported.
Some deviation is expected due to the pressure drop which was ignored is system 1.
System 2 was used to perform a more precise comparison between data
obtained with the peak-shape method, and that obtained by Brunner using high-
pressure view-cells. These data are also listed in Table I. Four of the mixture
critical points were determined at the same temperature in our work and Brunner's.
These are 60.0 °C, 80.0 °C, 100.0 °C and 140.0 °C. The mixture critical pressure
reported at 60.0 °C was used to initially estimate the pressure drop correction of the
system, and will thus be ignored for comparison purposes. Based on the other three
temperatures, the average deviation in mixture critical pressure values between the
data obtained with the two different techniques is 0.013 MPa. Excellent agreement
is observed across the entire 1-v critical locus when this pressure-drop compensation
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Figure 6. (a) A plot of Peak Height vs. Pressure for a series of CO2-methanol
studies at 80.0°C. (b) The apparent inflection of the plot in (a) bracketed by
data points at the 0.01 MPa increment level.
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is applied. This suggests that the accuracy of the peak-shape method is limited by
the pressure drop of the capillary tube used, and the attainable pressure and

temperature precision of the equipment. All of our work was performed with 50-pum
i.d. tubes, but larger i.d. tubes should produce even more accurate results as the
pressure drop will be reduced.

Critical Loci for Eleven Additional Binary Mixtures. The 1-v critical loci for
eleven additional CO2-solvent binary mixtures were generated by the peak-shape
method. These are CO2 combined with acetone, acetonitrile, 1-butanol, chloroform,
ethanol, hexane, octane, 1-octanol, 1-propanol, 2-propanol, and tetrahydrofuran.
The 1-v critical loci for all 13 binary mixtures studied in this work are plotted in
Figures 9 and 10. The raw data used to generate these 1-v critical loci are provided
in Table II, along with the critical points for the pure solvents reported from
References 23 and 24.

Several of the curves have gaps due to difficulties encountered in trying to
distinguish peaks as either rectangular or skewed Gaussian (25). Indistinguishable
peak shapes could be a result of abnormal flow profiles in the tube, the inability to
successfully transfer a portion of pure liquid solvent, problems related to wetting of
the walls of the capillary tube or, for 1-octanol on the low-temperature end, different
mass transfer behavior. (The curvature of the critical locus for CO2-1-octanol
suggests that the binary mixture is other than Type I or Type II). Restrictor
variations to control flow, different tube inner diameters, and deactivating the tubing
might solve some of these problems. Despite these gaps, using the reported critical
point of pure solvent and the determined mixture critical points, an approximate 1-v
critical locus can be interpolated for all of the binary mixtures studied in this work.

Conclusion

Investigation of the peak-shape method for estimating the 1-v critical loci of binary
mixtures containing CO2 as one of the components has shown favorable results.
The technique is very straightforward and simple, requiring much less time and
special equipment compared to other methods previously employed to study phase
behavior. The precision of the technique appears to be limited by the equipment,
and subsequent calibration procedures, and not by the fundamental processes of
phase separation and dynamic film formation and removal.

For fast, but low-precision data, a simple head space calibration procedure is
used, and the peak shapes are monitored subjectively to provide an estimation of the
mixture critical pressure within 0.1 MPa. For more precise data, better equipment
and more rigorous calibration procedures can be applied. Plotting peak height vs.
pressure at 0.01-MPa increments gives a more objective estimate of the mixture
critical pressure. The difference in mixture critical pressures obtained by these two
techniques was no more than about 0.2 MPa when comparing CO2-methanol
studies. Increasing the precision from 0.1MPa to 0.01MPa requires additional time,
and thus the benefits of the slightly better precision compared to the time required
must be considered.

Comparison of data from the peak-shape method with that previously
reported from high-pressure view-cell techniques for CO2-toluene and CO2-
methanol showed excellent agreement. None of the binary mixtures studied have 1-
v critical loci reported in the literature to the extent that was determined in this
work. The peak-shape method was found to be a good technique for estimating the
phase behavior of binary mixtures containing CO2, requiring very little time and
producing accurate data.
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Table II. Mixture Critical Pressures (MPa) Obtained by the Peak-Shape Method
Temp. Acetone Aceto- 1-Butanol Chloro- Ethanol Hexane Methanol

(°C) nitrile form

31.1 7.39* 7.39* 7.39* 7.39* 7.39* 7.39* 7.39*
48 9.2 9.5
50 8.9 9.4 9.9 9.1 9.6 8.8 9.8
60 9.6 10.5 9.5 11.4
70 13.0 10.6 12.1 10.1 12.7
71 10.3 11.7 12.8
80 10.8 12.7 11.4 10.7 13.9
81 14.0
90 11.4 13.5 15.2 12.0 14.0 11.3 14.8
100 11.7 14.3 16.1 12.5 14.7 11.6 15.5
109 11.9
110 14.8 16.6 12.9 15.1 11.7 16.1
120 12.0 152 17.0 132 15.3 11.8 16.4
125 12.0
130 12.0 15.5 17.3 13.4 154 11.7 16.5
140 11.8 15.7 17.4 13.4 15.3 11.2 16.4
150 11.5 15.6 17.3 134 15.0 10.4 16.2
160 11.0 15.5 17.1 13.2 14.6 15.8
170 10.5 15.2 16.7 12.9 14.0 8.6 15.3
180 9.9 14.7 16.2 12.4 13.3 7.5 14.7
190 9.1 14.1 15.6 12.5 13.9
200 8.1 13.4 149 11.2 11.5 13.0
210 12.5 10.3

220 11.6 13.2 9.6

230 10.3

234.5 3.0*

234.9 4.7*

239.4 8.1*
240 10.9 7.7

240.7 6.1*

260 8.5

263.2 5.5*

272.3 4.9*

289.8 4.4*

*The first entry in each column is the critical point of COy. The last entry in each
column is the critical point for the pure solvent (from references 23 and 24).
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Table II. (Continued)
Temp. n-Octane 1-Octanol 1-Propanol 2-Propanol Tetrahy-  Toluene

(°C) drofuran

31.1 7.39* 7.39* 7.39* 7.39* 7.39*% 7.39*
48 9.1
50 9.4 9.6 9.3 9.0
60 10.5 16.6 10.3
70 11.5 17.6 12.4 11.3 10.5
71 11.6
80 12.5 18.8 12.6
89 13.4
90 13.3 19.8 14.4 12.7 11.9 13.5
100 139 20.8 15.1 13.2 12.5 14.4
110 144 215 15.6 13.4 12.9 15.2
120 14.7 221 15.9 13.6 13.1 15.7
130 15.1 22,6 16.0 13.5 13.3 16.2
135 16.0
140 15.2 229 16.0 13.3 134 16.5
145 13.4
150 15.1 232 15.8 12.9 13.4 16.7
160 14.9 233 15.5 12.4 132 16.8
170 14.6 233 15.0 11.8 13.0 16.7
180 23.2 14.4 11.0 12.6 16.5
190 23.0 13.7 10.1 12.1 16.2
200 22.6 12.9 9.2 11.6 15.7
210 22.1 11.9 7.9 10.8 152
220 21.6 10.8 14.6
230 209 9.2 13.9
235 4.8*

240 20.0 8.4 13.0
250 18.9 12.1
260 11.2

263.6 5.2%

266.9 5.2*

270 10.0
280 8.9
290 7.4

295.7 2.5*

300 6.3
310 5.1
318.6 4.1*

379.3 2.9*
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Chapter 7

Dramatic Density-Induced Structural Changes
in Microemulsions Formed in Near-Critical
and Supercritical Solvents

J. Zhang and J. L. Fulton

Chemical Sciences Department, Pacific Northwest Laboratory,
Battelle Memorial Institute, P.O. Box 999, 902 Battelle Boulevard,
Richland, WA 99352

We demonstrate that the secondary structure of a microemulsion
can be altered by changing the density of the continuous phase
solvent. These changes in the microemulsion structure lead to
dramatic changes in the physical properties of the system, such as
the solution viscosity or electrical conductivity. For giant, rod-like
micelles formed using the surfactant L-o-phosphatidylchloline (L-

a-lecithin) in propylene, the system viscosity changes by three
orders-of-magnitude with small changes in the system pressure.
For the system of spherical micelles formed with
didodecyldimethylammonium bromide (DDAB), the micelle
clustering at low density increases electrical conductivity of the
solution by three orders-of-magnitude.

The microemulsion systems in near- or supercritical fluids
are of importance for understanding reaction mechanisms and for
modelling polymers. We also report results for a sodium dodecyl
sulfate (SDS) aqueous solution forming normal micelles that can
incorporate a small amount of fluid in the micellar core. For this
system, changes in the primary structure can be induced by altering
the amount of supercritical fluid in the microemulsion core by
changing the fluid density. We establish correlations between the
measured physical properties and the spectroscopic results.

Many studies over the last eight years (1-3) have explored the properties of
microemulsions formed in near- and supercritical solvents of the short chain
alkanes(e.g., ethane, propylene). The existence of these phases in CO; systems has
also been reported (4-6). These microemulsions generally consist of ultra-small
droplets of water surrounded by a shell of surfactant molecules. These structures
are generally spherical and have sizes in the range from 10 to 100 nanometers. More
recent studies have demonstrated that other aggregate geometries (e.g., rods and
ellipses) are possible and have also shown how the microemulsion secondary

0097—6156/95/0608—0111$12.00/0
© 1995 American Chemical Society
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structure (the spatial distribution of droplets) can be changed by altering the density
of the supercritical fluid phase (3c,3d).

Generally, the primary structure, that is the size and shape of the droplet, is
not affected by the properties of the continuous phase solvent. For the systems
where the bending energy of the interfacial film (7) is dominant, changes in fluid
density have little effect on the primary structure. In this paper, we demonstrate
that the secondary structure of the microemulsion can change appreciably in
response to small changes in the near- or supercritical fluid density. These structural
changes can lead to quite dramatic changes in the microemulsion physical properties,
such as the solution viscosity and the electrical conductivity. These changes are
attributed to the changes in the inter-aggregate attractive interactions that are
controlled by the density of the continuous phase solvent. Thus, a remaining
challenging problem is to derive details of the mechanisms of these density-induced
changes in the microemulsion structures and to show how they manifest the dramatic
changes in the system physical properties.

In this article, we also present our results for a sodium dodecyl sulfate
(SDS)/ethylene/water normal micelle system where changes in the fluid density do
affect the primary structure. In contrast to the reverse microemulsions (3¢,3d), for
this normal micelle system, ethylene is incorporated into the cores of the micelle as
the fluid density is increased. The primary structure of the microemulsion droplets
is altered in response to a change in the overall volume fraction of the "oil" (ethylene)
microphase.

Because of the unique characteristics of supercritical fluids, changes in
pressure induce large changes in fluid density, giving rise to changes in solvating
strength of the fluid. As a result, one can control the interactions between
microemulsion droplets and fluid environments by simply changing the fluid
pressure. We also describe systems employing near-critical fluids. A near-critical
fluid is herein defined as a liquid that is at a temperature above a reduced temperature
(T=T/T¢) of approximately 0.75 and below its critical temperature, Tc. Due to the
proximity of the critical point, a near-critical fluid is still somewhat compressible in
contrast to a normal liquid that has very low compressibility.

An earlier small-angle neutron scattering (SANS) study (8) showed evidence
of strong attractive interactions between AOT/water microemulsion droplets
dispersed in liquid propane, and the magnitude of these interdroplet attractive
interactions can be greatly increased by decreasing the pressure. In the present
paper, we summarize our studies in three different surfactant-based near- or
supercritical fluid systems. From both physical property measurements and
spectroscopic information, we illustrate how the pressure-induced density change
can affect the microstructure.

Experimental

The surfactant, didodecyldimethylammonium bromide (99%, DDAB) was
purchased from Eastman Kodak Inc. and was used as received. Sodium dodecyl
sulfate (>99%, SDS) was purchased from Fluka BioChemika and used without

purification. L-o-phosphatidylchloline (soy-bean lecithin) was purchased from
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Calbiochem with a reported purity >97%. This product contains about 62-65% of
linoleic acid branches and 15-17% of palmitic acid esters branches. The remainder of
the product is a mixture of shorter chain lipids. Its average molecular weight is
approximately 796 dalton. Lecithin is a zwitterionic surfactant at pH=7.0.
Formation of a lecithin gel is very dependent on the purity of lecithin (9). We have
tested the gel formation in three liquid solvents (n-octane, cyclohexane, and n-
dodecane) and found that the critical water concentrations (W, water-to-surfactant
molar ratio at which the gel is initially formed) for gelation are similar to those
reported by others in these solvents (9). Propane, propylene and ethylene were all
obtained from Scott Specialty Gases (c.p. grade).

Various techniques were used for the solution preparation and property
measurements. For the DDAB and lecithin systems, a pre-weighed amount of
surfactant was loaded into a high pressure spectroscopy cell. Distilled-deionized
water was directly injected into the cell using a microsyringe yielding a desired
water-to-surfactant molar ratio. The system was then filled with a near-critical fluid
and allowed to stir overnight for complete solubilization and equilibration. All
experiments were performed in the one phase region. Experiments were done at
26.5°C for the DDAB/propane systems, 30°C for the lecithin/propylene systems,
and 40°C for the SDS aqueous solutions. Measurements of the conductivity,
viscosity, and spectroscopic properties were made by reducing the pressure through
discharging small amounts of the microemulsion solutions (maintaining a constant
mole fraction of surfactant and water). Details of the high-pressure conductivity (10)
and viscosity techniques (3d) are described elsewhere.

FT-IR experiments were performed after purging the instrument (Nicolet 740
FT-IR spectrometer) for at least 48 hours to eliminate interferences of air and
moisture. Details about the high pressure FT-IR instrument, the cell design and
solvent subtraction method are given in an earlier publication (11).

For measurements of the SDS microemulsion, a different strategy was used.
An SDS aqueous solution (170 mM) was loaded into a high pressure view cell for
solubility measurements. Solubility of ethylene in pure water and 170 mM SDS
aqueous solutions were both measured at 40°C. In contrast to the DDAB and
lecithin systems, the SDS microemulsion is prepared as a two-phase system in the
measurement cells: an upper supercritical ethylene phase is in contact with the
lower aqueous microemulsion phase. All measurements of the SDS system were
conducted on the lower microemulsion phase.

The saturation concentration of the ethylene in the predominately-aqueous
microemulsion was measured using a liquid/fluid saturation cell. Through vigorous
stirring the aqueous phase would become saturated with ethylene in about 30 min.
The ethylene-saturated microemulsion was discharged through a metering valve into
a trap at ambient pressure. The quantity of evolved ethylene gas was measured
volumetrically.

For fluorescence lifetime measurements, pyrene (Molecular Probe) was used
to study changes in the microemulsion environment as a function of pressure. Due
to the dynamic quenching of pyrene fluorescence by oxygen, it is essential that
oxygen be eliminated from the SDS aqueous solution by placing the solution under
vacuum momentarily prior to measurement. Instrumentation for fluorescence
measurements has been previously described (3c¢).
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Results and Discussion
Electrical Conductivity in a DDAB/Propane Microemulsion. Measurement of

electrical conductivity is a simple and an effective method for studying certain
aspects of microemulsion structure. Variables which induce conductivity changes in

Pressure-Induced, Microemulsion Droplet Clustering:

o
8 At higher density, increased
interactions between solvent
and micelles reduce the
00 O, exchange process

o ©

At lower density, strong
micelle clustering enhances
the exchange process

DDAB Micelle

Scheme 1
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microemulsions include volume fraction (12,13), temperature (14), and pressure (10).
In the systems that are predominately oil (¢;;>0.70), a remarkable increase in
conductivity is sometimes observed corresponding to what has been called a
percolation threshold. However, the precise percolation mechanism is not always
clear and this behavior has been described by both static and dynamic percolation
models. The static percolation model is consistent with micelle coalescence in a
precursor to a bicontinuous phase, whilst percolation clusters from the dynamic
percolation model are associated with "sticky encounters" due to attractive
interactions.

Figure 1 shows the conductivity of a propane/DDAB (0.326M)/water
microemulsion (s/0=0.42) as a function of pressure. The conductivity of the single-
phase system is reduced by almost three orders of magnitude when the pressure is
increased from 100 to 450 bar. The systems become two-phase below 100 bar, so
that reducing the pressure has the effect of bringing the system closer to a phase
boundary. The increase in the electrical conductivity as a function of pressure was
attributed to either a structural transition to a bicontinuous phase or micelle
clustering due to attractive micelle interactions. The latter mechanism was favored in
a detailed study (3c), applying fluorescence quenching techniques to this high
pressure microemulsion solution. In that study, we clearly showed that the sharp
decrease in conductivity with increasing pressure is attributed to the disappearance
of percolative conduction. The mechanism of conduction above the percolation
threshold is thought to be one of the surfactant ions hopping from droplet to droplet
within the droplet clusters but no micelle coalescence occurring because the DDAB
micelle size is uniform over the entire pressure range (100-450 bar) from our
fluorescence quenching measurements. This supports the dynamic percolation
model that is represented by Scheme 1. That is, the overall shape of the micelles in
the clusters is little changed from the micelles that are individually dispersed.
However, strong interdroplet attractive interactions will enhance the solute exchange
rates. The correlation between electrical conductivity and solute exchange rates
between micelle droplets is in a good agreement with literature reports in the liquid
microemulsion systems (15-18).

Viscosity Measurements and FT-IR Spectroscopy of the L-o-Lecithin
Microemulsion. For a lecithin/propylene/water system, we observed a dramatic
transition from a solid-like gel to a low viscosity fluid as the pressure of the system
is increased. Similar to the electrical conductivity changes observed in a DDAB
microemulsion, the viscosity change in the lecithin system with changing pressure is
another indication that the extent of interactions between aggregates is changed as a
function of pressure.

Unlike the DDAB/propane microemulsion system, soy-bean lecithin is a
zwitterionic surfactant. In the lecithin/propylene microemulsion, the very small
changes in the electrical conductivity observed with changing pressure are ascribed to
a lack of appreciable amounts of ions in the aqueous microphase.

It is known that addition of water to a liquid organic solvent containing the
lecithin surfactant induces large viscosity changes (9). This phenomenon was also
observed in the lecithin/near-critical propylene microemulsion at 30°C. In addition,
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Figure2. Dynamic viscosity (log-scale) of the lecithin/propylene
microemulsion (W=14) as a function of pressure at 30°C.
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we found that a phase transition from non-gel to gel occurs when pressure is varied
from high to low at a constant water concentration. Figure 2 shows the effect of
pressure on the dynamic viscosity (log-scale) for the lecithin/propylene
microemulsion with W=14 at 30°C. The system viscosity at W=14 undergoes an
increase of almost three orders-of-magnitude as the pressure is reduced to 225 bar.
However, over this pressure range, propylene density only drops about 4% from
0.56 to 0.54 g/mL. The viscosity appears to reach a maximum and than decreases
slightly just before reaching the phase boundary of the system. In order to get a
clear understanding of the mechanisms for both water- and pressure-induced lecithin
gel formations, we applied FT-IR spectroscopy to look at the phosphate (P=0)
vibrational band. Earlier NMR studies (19,20) showed that the water- induced gel
formation in a conventional liquid was attributed to a strong stiffening near the
phosphorus atom and on the adjacent triglyceride. Figure 3 shows plots of the P=0
band frequency vs. W-value at 210 bar (the bottom axis) and vs. pressure at W=14
(the top axis), both at 30°C. We observed a continuous red shift in the P=0
stretching frequency and band broadening as W values were increased from 0 to
about 8 but little change in the vibrational mode for W values above 8. In
comparison, we observed no pressure effect on the P=O vibrational frequency
although the system viscosity changes by almost three orders-of-magnitude over this
pressure range. The water-induced P=0 band shift and broadening are due to
hydration or/and H-bonding of the phosphate group. The H-bonding causes changes
in the electron distribution on the phosphate group, affecting the P=O force constant
thus lowering the vibrational frequency, as well as broadening the band. Changing
the system pressure does not affect the local solvent environment of the interfacial
regions since no change in the P=O stretching frequency is observed. Rather, varying
the system pressure changes the lecithin structure through the changes in the inter-
rod interactions.

Scheme II depicts the two mechanisms for the gel formation induced by
either water content (scheme II (A)) or pressure (scheme II (B)). Addition of water
into the lecithin microemulsion induces one-dimensional growth of the aggregates
into long tubular rods. By continuously increasing the water content at or above a
threshold lecithin volume fraction (0.014<¢<0.145), the long tubular rods reach a
critical length where the rods interact with one another, forming a transient, polymer-
like network, resulting in a large macroscopic viscosity. In contrast, changing the
pressure of the system does not alter the polar environment of the head groups of
the surfactants determined from the IR measurements. Since the hydrogen bond and
electrostatic interactions are dominate factors affecting the geometry of the rods it is
unlikely that pressure is inducing a large structural change. Rather the pressure
effect on viscosity is most likely caused by altering the strong interaction between
the rods leading to entanglement at lower pressures. An alternative explanation is
that changes in the fluid density induce small changes in the rigidity of the rods.
Higher rigidity alters the coiling of these giant rods by increasing the persistence
length leading to much larger coil diameters and eventual entanglement.

Solubility Measurements of Ethylene in SDS Aqueous Solutions. As we
discussed above, if the continuous phase solvent is a near- or supercritical fluid
phase, one can adjust the magnitude of interdroplet interactions by simply tuning the
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Figure3. Peak frequency of P=O stretching band in 33 mM
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Water-Induced Lecithin Gel Formation:

Short Rods One-Dimensional Growing

Rod-Interactions Reaching the
Crtical Length
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Scheme II (A)

Pressure-Induced Lecithin Gel Formation:

(a) At Higher Pressures:

Scheme II (B)
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continuous phase pressure. These continuously- adjustable microemulsion solutions
display drastic changes in their physical properties such as electrical conductivity
and viscosity. What happens if this adjustable solvent is added to the micelle core
regions in a system where the continuous phase is water? How do density changes
of the internal supercritical fluid phase affect the microemulsion structure?

To answer these questions we chose a SDS/water normal-micelle system
because it is one of the most widely studied microemulsions. Scheme III illustrates
the structures of an SDS micelle with and without supercritical fluid incorporated
into the cores. A continuous size increase with increasing system pressure was
found in recent x-ray scattering studies (21). To gain a more detailed understanding
of this system, we first investigated the solubility of ethylene in both pure water and
170 mM SDS aqueous solution. Figure 4 shows the measured solubility of ethylene
in both neat water and 170 mM SDS aqueous solution (in units of
grams(ethylene)/mL(solution)). If we consider only the ethylene dissolved in the
cores of the SDS micelles, we observed a well-behaved curve of ethylene solubility
vs. pressure given in Figure 5. In this study, we choose to define the ethylene
micelle solubility in terms of an ethylene mole fraction given by the ratio of ethylene
in the micelle core to the total moles of ethylene and SDS in the solution. Above a
pressure of about 150 bar, the SDS micelles are essentially saturated with ethylene.
This observation is in good agreement with our earlier study of a SDS/Xe system
using x-ray scattering technique (21).

To further explore this structural change, we applied fluorescence
spectroscopy to determine how the solvent environment of the SDS core region
changes as a function of pressure. Pyrene is a good candidate for this study because
of its sensitivity to the local solvent environment and its hydrophobicity. Figure 5
also shows the fluorescence lifetime data as a function of pressure. At the ambient
pressure, pyrene experiences a more dodecane-like environment in the micelle cores
because the measured lifetime (=335 ns) is closer to that in neat dodecane solvent

(t=385 ns), but much longer than that in water (=210 ns). The difference in
fluorescence lifetimes in the dodecane and the SDS solution at P=1 bar may be
attributed to a small amount of water penetrating into the core region that slightly
changes the micropolarity around the pyrene molecules. Increasing pressure from 1
to 130 bar results in longer fluorescence lifetimes due to uptake of ethylene in the
core region. At pressures above 130 bar, the fluorescence lifetimes are no longer
changing with increasing pressure. This is another indication of complete
solubilization of ethylene in the SDS core region. Above a pressure of 130 bar,
increasing pressure mainly compresses the micelle core which slightly decreases the
pyrene lifetime. From this study, we can see that changing the fluid pressure
dramatically alters the environment of the core region, presumably due to the
micellar growth through incorporation of the fluid.

For this normal micelle system, we increase the overall volume fraction of the
oil-like phase through addition of supercritical ethylene to the cores of the micelles.
In this case, a change in the primary structure of the micelle is observed where the
micelle swells to accept the fluid. The mole fractions of the fluid in the core are quite
high, approaching a molar ratio of about 1:2, ethylene to SDS. This is still much
lower than the saturation concentration of ethylene in a comparable liquid alkane
such as dodecane. Thus the factors limiting the further uptake of ethylene into the
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cores of the micelles are probably related to properties of the interfacial film such as
the changes in the surface tension, bending radius and/or the total interfacial area.

Conclusions

In this paper, we present a systematic study of three different surfactant-based fluid
systems. We show that the continuous phase density for reverse microemulsions
has a large effect on the degree of inter-droplet attractive interactions which can
directly affect the secondary structure of the microemulsion. These changes in the
secondary structure can induce large changes in physical properties, e.g., electrical
conductivity and dynamic viscosity. For these reverse microemulsions, the volume
fraction of the fluid and water microphases remains constant as the density of the
continuous phase increases. In comparison, for a SDS normal-micelle system, the
primary structure of the micelle is changing by swelling or growth of the micelles
upon incorporation of ethylene into the hydrophobic cores. This change in primary
structure is in response to a change in the volume fractions of the oil-like phase
(ethylene) that occurs upon pressurization with the fluid.
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Chapter 8

Predictive and Experimental Methods
for the Choice of Cosolvent
in the Supercritical Fluid Extraction
of Pesticides

S. J. Macnaughton!, P. Alessi?, A. Cortesi?, I. Kikic?, and Neil R. Foster!

!School of Chemical Engineering and Industrial Chemistry, University
of New South Wales, Sydney, New South Wales 2052, Australia
Dipartimento di Ingegneria Chimica, del’ Ambiente e delle Materie
Prime, Universitd di Trieste, Piazziale Europa 1, 34127 Trieste, Italy

The extraction of pesticides from soils and other solids using
supercritical fluids can be significantly improved through the use of
cosolvents. The difficulty in predicting which cosolvents will
produce the largest solubility enhancements with individual pesticides
is due in part to the lack of physical and chemical data available for
most pesticides.

Solubility data for lindane in supercritical fluid CO,-cosolvent
mixtures are reported at 313.1K. These data have been correlated
directly with the Peng-Robinson equation of state. In order to
predict the effect of cosolvents on the solubility of lindane in
supercritical CO, the interactions between lindane and each cosolvent
must be known. One technique, that has been successfully used to
predict the vapour liquid equilibria of many binary systems, utilises
relevant Henry’s constant data to calculate interaction parameters for
equations of state. This technique has been extended to ternary
solid-supercritical fluid-cosolvent systems. Appropriate Henry’s
constant data describing the equilibrium between the pure cosolvents
and lindane have been measured and subsequently used to predict the
ternary system solubility data. These predicted data have been
directly compared with the measured solubility data.

Remediation of contaminated soils using supercritical fluid extraction has been
shown to be technically feasible. Several laboratory studies have extracted
chlorinated pesticides and other chlorinated pollutants from soils - DDT,
Toxaphene and Arochlor (a polychlorinated biphenyl) (/,2,3,4,5). The addition of
cosolvents to a primary supercritical fluid has been shown many times to enhance
the solubility of solute and it has also been shown to improve the behaviour of soil
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extractions. Dooley et al. (/) found that the addition of 5% methanol to CO,
significantly enhanced the total extraction of DDT from soils. With the cosolvent,
approximately 95% of the pesticide could be removed compared to only 70%
removal without the cosolvent. Recently Markowz and Subklew (5) also found
that the extraction of PCBs from soils was improved when methanol was used as a
cosolvent. Several other studies have also reported enhanced extraction results
when cosolvents have been used (6,7).

The solubility of pollutant species in supercritical fluids has been examined as part
of a program investigating the supercritical remediation of soils. The solubility of
several pesticides has been determined in supercritical CO, (DDT and 2,4-D (8) and
lindane, endrin and methoxychlor (9)). In this work the solubility of lindane (y-
1,2,3,4,5,6,hexachlorocyclohexane) has been determined in supercritical CO; -
cosolvent mixtures. The focus of the study was to examine several cosolvents in
order to establish which one causes the largest enhancement of the solubility of
lindane. Lindane was selected as part of an ongoing investigation of pesticide
extraction with supercritical fluids. The determination of the solubility of lindane in
CO,-cosolvent mixtures is time consuming and therefore an indirect technique was
also used to predict the solubility behaviour. The Henry’s constants of each
cosolvent at infinite dilution were measured in lindane at 390.9 K (melting point
approx. 385 K) and these data correlated with the Peng-Robinson equation of state
(PR EOS) which was then used to predict the solubility of lindane in the CO,-
cosolvent mixtures.

Background

In a previous study (/0,/1), Henry’s constant data were correlated with the
Boublick-Mansoori-van der Waals and the PR EOS and these equations were
subsequently used to predict binary vapour-liquid equilibria (VLE). The advantage
of this technique is that it is considerably easier to measure Henry’s constants than
VLE data. The basis of this technique is that the Henry’s constants can be used to
evaluate interaction parameters for equations of state and then the equations of
state can be used to predict phase equilibria. Although the original study
considered only binary liquid systems this approach has been extended to ternary
systems for this study. The aim of the work is to predict the solubility of solids in
supercritical fluid-cosolvent mixtures using Henry’s constants for the cosolvent-
solid systems combined with binary solid-supercritical fluid solubility data.

Initially, the applicability of this technique to ternary liquid systems was examined.
A literature search revealed a suitable system (CO; - toluene - 1-methylnaphthalene
( 1-MN) ) for which the appropriate VLE data (/2) as well as Henry’s constant
data (/3,14) had been measured. Henry’s constant data were used to calculate
interaction parameters for the PR EOS. The PR EOS, with the calculated
interaction parameters, was then used to calculate VLE data. The results of this
work are shown in Figure 1 in which the binary CO, -toluene system is
investigated. The calculated vapour phase compositions at 353K are in good
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Figure 1. The vapour phase composition for the system CO,-toluene at 353
K. (W experimental data, (/2), — prediction using PR EOS and Henry’s
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Figure 2. The vapour phase composition for the system CO,- toluene-1-
MN at 353 K. (B experimental data, (/2), —— prediction using PR EOS
and Henry’s constant data.). Note; 1-MN:Toluene ratio fixed at 9:1.
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agreement with the experimental data. A satisfactory result was also obtained for
the ternary system (see Figure 2). In this case, three interaction parameters were
needed to perform the calculation. Two of these parameters (CO; - toluene (k;2)
and CO, -1-MN (k;3)) were fitted to binary experimental data and the third
parameter (k;) was obtained from Henry’s constant data for the toluene-1-MN
system.

The calculation technique used for this ternary system mirrors the situation that
exists when trying to calculate cosolvent solubility behaviour in supercritical fluid
systems. If the PR EOS is to be used to calculate these solubilities then three
separate interaction parameters are needed;

(1) k;; between the supercritical solvent and the cosolvent. This parameter can be
evaluated from VLE data if available.

(2) ki5 between the supercritical solvent and the solute. This parameter can be
evaluated from binary solute-supercritical solvent solubility data - if available.

(3) k23 between the cosolvent and the solute. This parameter can be evaluated
either by fitting it to experimental ternary solubility data or else from cosolvent-
solute Henry’s constants.

These two alternative methods for obtaining k,; have been examined in this study
for the system CO,-cosolvent-lindane. Six different cosolvents were examined.
Both the Henry’s constants for each cosolvent in lindane and the experimental
solubilities of lindane in the CO,-cosolvent mixtures were measured for these
systems. The two methods have been compared for the purpose of establishing
whether the lindane solubilities could be predicted using Henry’s constant data to
calculate k;s.

Experimental

Materials. The source and purities of the chemicals used in this study are listed in
Table I. The lindane originally contained a small percentage of impurities which
were removed in an earlier study as described elsewhere (Macnaughton et al.,

1994).

Table I The source and purity of the materials used.

Material Source Purity
CO, SIAD 99.98%
Lindane Aldrich 97%
Acetonitrile Carlo Erba 99.8%
Ethanol Fluka 99.8%
Acetone Chromanorm 99.8%
Ethyl Acetate Sigma 99.8%
Heptane Aldrich 99+%
Chloroform Sigma 99.9%
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(1) Solubility Measurements. The solubilities of lindane and two other pesticides
in supercritical CO, have been measured at 313.1 K and 333.1 K (9) using a
continuous flow apparatus similar to that described previously (/3,16). This same
apparatus was used in a slightly modified form to measure the solubility of lindane
in CO, containing small amounts (2 mol %) of cosolvents. The only differences in
the solubility measurement technique to that described elsewhere concern the
preparation of the cosolvent-CO, mixture and the handling of the solute collected
during each experiment. The experimental pressures and temperatures were chosen
on the basis of available critical locus data to ensure that each CO»-cosolvent
mixture was indeed supercritical.

The cosolvent preparation technique was identical to that used by Ting et al., (/7)
and Gurdial et al., (/8). The barrel of the ISCO syringe pump was used as a mixing
bomb for the CO, and the cosolvent. Initially a metered dose of cosolvent was
introduced into the empty barrel of the syringe pump and then liquid CO, was
added until the desired pressure (typically 50 - 60 bar) was achieved. = The
temperature of the barrel of the syringe pump was maintained at a constant
temperature of 274.1K to ensure that only liquid CO, entered the pump. The
dosage of cosolvent required to achieve a composition of 2 mol% cosolvent was
determined from the molar volumes of each component and assuming negligible
volume change upon mixing (/8). Mixing of the cosolvent and CO, was achieved
by cycling the temperature of the syringe from 273K to 313K and back to 273K
four times over a period of two hours.

The determination of solubility was based on the weight of solute trapped in a valve
and filter and the corresponding volume of CO,. The gas volume was measured
with a precision of 0.01L using a wet test meter (SIM Brunt) that was calibrated to
an accuracy of +0.4%. Prior to weighing, the valve and filter were dried to a
constant weight at S0°C to remove any traces of cosolvent in the precipitated
solute. The mass of solute was determined to +0.2mg using a Mettler H31 balance.
The typical mass of solute that was collected in each experiment was greater than
100mg giving a potential error due to weighing of less than 0.2%.

During each experiment the system pressure was maintained to within +0.2% of the
desired value by adjusting the regulating valve and the pump flowrate. The system
pressure was measured using a Druck pressure transducer (DPI 260) accurate to
+0.1%. The system temperature was controlled to within +0.1K using an
immersion circulator (Haake N3) and monitored using an RTD platinum probe
accurate to £0.1K.

Six different cosolvents were investigated in this study and cross-contamination
with cosolvents was a potential problem. The entire apparatus was purged for 16
hours with nitrogen between experiments. In this way all traces of the previous
cosolvent were eliminated from the system before a new cosolvent mixture was
prepared.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch008

August 10, 2012 | http://pubs.acs.org

8. MACNAUGHTON ET AL.  Cosolvents and Supercritical Fluid Extraction 131

2) Measurement of Henry’s Constants. The Henry’s constants of the six
cosolvents in lindane were determined using gas-liquid chromatography which is a
good means of studying interactions in dilute solutions. The theory on which this
technique is based is briefly described below.

The relationship which correlates the specific retention volume, Vg;, with gas
chromatographic quantities is the following:

F P -PJ273
) 1
W= e ) )
p— 2_
_3(B-P) -1 @
2(P-R) -1

where F is the carrier gas flow rate (cm’/s), W, is the weight of the stationary phase
in the column (g), j is the James-Martin factor, P, is the outlet column pressure
(mmHg), P; is the inlet column pressure (mmHg), Py’ is the vapour pressure of
water at flow-meter temperature (mmHg), T, is the flow-meter temperature (K), t;
and t, are the retention time and dead time (s), respectively. Henry’s constants, H;,
are calculated by means of the following equation:

InH, =In—— T RT_7 4, 3)

g 5
where R is the gas constant, Mw, is the molecular weight of the stationary phase, T
is the column temperature (K), and Z,¢; is the compressibility factor multiplied by
the fugacity coefficient of the phase gas (close to unity; in this work considered
equal to one).

In this study, a gas chromatograph (Fractovap Model B - Carlo Erba) with a
thermalconductivity detector was used. The column (lm long, 4-mm internal
diameter) was packed with about 20% lindane on Chromosorb 100/120 mesh. The
flow of carrier gas, helium, as measured by a bubble flowmeter was about 30
m’/min, the inlet pressure was measured with a mercury manometer, the outlet
pressure was atmospheric and monitored with a barometer. Between 0.1 to 0.5 pl
of each sample was injected using a 5-ul Hamilton syringe. The error on the
measurements has been estimated as 3 to 5%. The measurements were carried out
at 390.9K which is above the melting point of the lindane. At this temperature
lindane has a significant vapour pressure that cannot be neglected (approx 0.5 kPa).
To account for any potential losses of lindane during the experiment the column
was weighed before and after the test. The weight loss was considered linear
during the experiment and the real weight of the stationary phase (i.e. W, in
equation 1) was calculated for each solute injection (Note: the total weight loss was
less than 1%).
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Figure 3 Cosolvent Effect for Lindane in Supercritical CO; at 313.1 K.
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Figure 4 Lindane Solubility in CO,-Cosolvent Mixtures as a Function of
Mixture Density.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch008

August 10, 2012 | http://pubs.acs.org

8. MACNAUGHTON ET AL.  Cosolvents and Supercritical Fluid Extraction 133

Results

The solubilities of lindane in the various cosolvent mixtures are listed in Table II.
Each measurement was the average of at least three determinations and the
standard deviation of each measurement is also listed. These data are shown in
Figure 3 which illustrates the cosolvent effect (defined as the ratio of the ternary

system solubility to the binary system solubility - % ). The relative effects of
2

each cosolvent are clearly visible with acetonitrile providing the largest solubility
enhancement and chloroform the smallest.

Table I Solubility of Lindane in Supercritical CO; - Cosolvent Systems.

Cosolvent 313.1 K and 100 bar 313.1 K and 124.3 bar
(2 mole %) yyx 10 b4 Std Dev. yyx 10° ¥y Std Dev.
A (%) A (%)
Acetone 10.5 1.88 2.38 15.3 1.51 0.56
Ethanol 8.16 1.50 0.98 13.1 1.30 0.59
Ethyl Acetate 11.3 2.08 1.98 16.2 1.60 1.12
Acetonitrile 124 227 2.01 16.4 1.62 1.76
Chloroform 6.17 1.14 0.76 10.6 1.05 2.52
Heptane 9.92 1.83 1.23 14.1 1.39 1.93

The differing effect of each cosolvent can be explained in terms of the different
interactions with the solute. In order to do this the influence of density must be
removed from the cosolvent effect. This has been done by plotting the solubility
data as a function of the supercritical mixture density. The supercritical mixture
density (ouix) has been calculated according to Equation 4;

EOS
_ P1ERNARY 4
Puix = Pco, —_Eos “
BINARY

where plos. . Tefers to the density of the lindane-cosolvent-CO, system calculated

using the PR EOS and p,.,., refers to the density of the binary CO,-lindane
mixture calculated using the PR EOS and p,, is the density of pure CO; (19). As

has been described elsewhere (20) this estimation assumes that the errors in the two
densities calculated using the PR EOS will be similar. In Figure 4, the solubility
data have been plotted as a function of mixture density and the binary system
solubility-density dependence has been included for reference. The data for ethanol
are close to the solubility-density line for lindane in pure CO, which indicates that
the cosolvent effect can be directly attributed to density enhancements. The
solubility data for chloroform-CO, are significantly below the solubility-density
behaviour of pure CO, which is difficult to explain unless interactions between
chloroform and CO, or self association of the chloroform in the supercritical CO,
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are contributing to the result. The solubility enhancements for the other four
cosolvents exceed those predicted from density considerations alone which
indicates the significance of specific lindane-cosolvent interactions in these systems.

The best cosolvent was acetonitrile which also has the lowest molecular weight and
the highest polarity (3.5 debye). The polarity of the cosolvent should be significant
because lindane has a polarity of 2.51 - 3.08 debye (2/) however the next most
polar cosolvent - acetone (2.9 debye) - did not produce such a large cosolvent
effect. Ethanol and chloroform produced the lowest cosolvent effects and these two
molecules are the only cosolvents studied that possess a significant ability to donate
hydrogen bonds. The relationship between this property and their performance as
cosolvents is difficult to establish from this small solubility data base.

The experimental Henry’s constants for 10 cosolvents in lindane at 390.9 K are
listed in Table III. The Henry’s constant for both normal alkanes and normal
alcohols decreases with increasing chain length. Originally, the data were to be
measured at several conditions in order to establish the temperature dependence of
these constants. However, the potential interference caused by the high estimated
vapour pressure of lindane at temperatures above 390.9 K prevented this and below
385 K lindane is no longer a liquid.

Table III Experimental Henry’s Constants for Cosolvents in Lindane at 390.9 K.

Cosolvent H (bar) Cosolvent H (bar)
n-Pentane 48.7 Methanol 24.7
n-Heptane 8.45 Ethanol 13.9
Benzene 3.05 n-Propanol 5.62
Acetone 8.67 Acetonitrile 4.39
Ethyl acetate 3.73 Chloroform 5.52

Correlation

CO; - Lindane Solubility. The solubility data for lindane in supercritical CO,
(Macnaughton et al., 1994) were correlated using the PR EOS with van der Waals
mixing rules. A single temperature dependent interaction parameter - k; - was
fitted to the data. The major difficulty in correlating these type of data with a cubic
equation of state is the lack of physical property data available for pesticides. In
order to use the PR EOS the following data are needed for the pesticide lindane -
the critical temperature (T.), the critical pressure (P.), the acentric factor (@), the
saturated vapour pressure (P*") and the molar volume (v°). All these properties
were estimated using the methods listed in Table IV. The boiling point (Ty) is
included in Table IV because it was used in the determination of T.. The estimation
of the vapour pressure utilised an existing vapour pressure data point reported at
293.1 K (5.6x10™ bar) (22) whereas all the other techniques relied solely on group
contributions based on the structure of the molecule.
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The data were successfully correlated with the PR EOS. A single interaction
parameter was fitted to each isotherm of data and optimised by minimising the
average absolute relative deviation (AARD) between the experimental data and the
solubilities calculated with the PR EOS. The interaction parameter at 313.1 K was
0.007 with a corresponding AARD of 53% and at 333.1 K -0.040 with a
corresponding AARD of 7.7%. The results of this correlation are shown in Figure
5.

Table IV Property Estimation for Lindane.

Physical Property Value Estimation Method
T. 733K Somayajulu (23)
P, 26.1 bar Somayajulu (23)
® 0.36 Reid et al. (24)
P5T 313.1K 3.64x10°7 bar Modified Watson correlation (25)
333.1K 1.17x10 bar
v 159 cm*/mol Immirzi and Perini (26)
Ty 506 K Meissner’s method (25)
5.0E-3
_20E3 |
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Figure 5 Solubility of Lindane in CO, and Correlation with the PR EOS (O
313.1K experimental;, ——313.1K correlated with PR EOS; B 333.1 K
experimental, ——- 333.1 K correlated with PR EOS)
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CO; - Cosolvent - Lindane Solubilities. The ternary solubility data were also
correlated with the PR EOS. In this case three interaction parameters were needed;

(1) ki between the CO, and the cosolvent - this parameter was evaluated from
VLE data if they were available and otherwise set to zero. The values of k;> that
were used are listed in Table V;

(2) k5 between CO;, and lindane - this parameter was taken from the value
optimised when the binary data were correlated at 313.1 K (k;3 = 0.007);

(3) k3 between the cosolvent and the lindane - this parameter was fitted to the
experimental data.

The results of this correlation were excellent (see Table V) however this was not
surprising because the interaction parameter was fitted to only two data points.
This correlation will be further tested when more experimental data, at different
solvent concentrations and temperatures, are measured for these systems.

In addition to the direct correlation of the ternary system solubility data using the
PR EOS, the data were predicted from the experimental Henry’s constants using
the technique described earlier. The interaction parameters between lindane and
the cosolvents (k»; ) were evaluated using the Henry’s constant data and assuming
that k3 is independent of temperature. The method is briefly described below and
has been described more completely elsewhere (/0,/1). The Henry’s constant of
component 2 in a liquid “ mixture is defined as:

L
H} = Iimfi =lim Pot (x2—0) (5)
xZ
where f> is the fugacity of component 2. For a binary system, the Henry’s constant
of cosolvent (2) in lindane (1) is expressed by the following relationship:

H,(F) = R'py(T, P,x, = 0) (6)

where P; is the lindane vapour pressure and ¢, is the fugacity coefficient calculated
from the PR EOS. Consequently, from experimental data of Henry’s constants it is
possible to determine the k;; values for each cosolvent - lindane pair. The vapour
pressure of lindane and critical properties of lindane that were used for this work
are those listed in Table IV.
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Table V Correlation and Prediction of the Solubility of Lindane in CO--
Cosolvent Mixtures.

Cosolvent Solubility Data Henry’s constant

ki k23 AARD k23 AARD

Acetonitrile 0.0* -0.130 4.0 0.047 17.3
Ethyl acetate 0.0° -0.117 0.6 0.021 143
Heptane 0.100° -0.056 5.2 0.124 25.2
Acetone 0.014°  -0.109 2.1 0.058 15.0
Ethanol 0.086° 0.189 3.7 0.143 5.2
Chloroform 0.055° 0.381 7.1 0.024 39.0

*® set to zero due to a lack of VLE data; ¢ (24); ¢ (27); € (28); ' (29).

The values of k,; determined in this way were then used to calculate the solubility
of lindane in the CO,-cosolvent mixtures. The results of these calculations are
shown in Table V. The predictions are excellent for ethanol however they are
considerably worse for the other five cosolvents, although acetonitrile was correctly
predicted to be the best cosolvent. This can be partially explained by the effect in
temperature on the interaction parameter ie. the Henry’s constants were determined
at 390.9 K whereas the solubilty data were predicted at 313.1 K. Another
explanation for the poor results is that the PR EOS cannot be used to describe data
at low pressures and infinite dilution as well as supercritical phase equilibria using
the same interaction parameters. A more detailed conclusion can be made when a
larger database is examined.

Conclusion

Solubility data for lindane in six supercritical CO,-cosolvent mixtures (2 mol%)
have been determined at 313.1K using a dynamic solubility technique. The largest
cosolvent effect was achieved with acetonitrile and the least effective cosolvent was
chloroform. Solubility data for the binary lindane-CO, system were successfully
correlated using the PR EOS and this was then extended to incorporate the
cosolvent systems. The correlation of the data was good however, with the limited
number of data for each ternary system, this was expected. The ternary system
solubilities were also predicted using experimental Henry’s constants to calculate
the lindane-cosolvent interaction coefficient for the PR EOQS. This prediction was
always worse than the direct correlation of the data and it does not appear to fully
account for the lindane-cosolvent interaction. The significance of this technique lies
in the potential to replace time consuming high pressure experiments on
supercritical cosolvent systems with low pressure infinite dilution experiments that
are easier to perform.
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Chapter 9

Correlation and Prediction of Phase
Equilibria of Mixtures with Supercritical
Compounds for a Class of Equations
of State
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2800 Lyngby, Denmark
2Ecole Nationale Supérieure en Génie des Technologies Industrielles,
University of Pau, 64000 Pau, France

The correlative and predictive capabilities of a class of equation of state
(EOS) models have been compared and evaluated for a range of binary
and ternary mixtures involving supercritical fluids (such as CO, and
propane) at high pressures. The recently proposed models such as the
MHV?2 model, the LCVM model and the WS (Wong-Sandler) model are
among the models evaluated. The performance evaluation has been made
in terms of comparisons of the computed values (correlated and
predicted) with experimental values as well as computational times
needed for a typical point in a P-x,y diagram. Based on the performance
evaluation, the MHV2 model and the LCVM model appear to be the
most promising.

Separations with a supercritical solvent such as carbon dioxide have been receiving
increasing attention in diverse fields such as food and oil processing, biotechnology and
environmental control (1). An important step in the computer aided design and analysis
of these processes is the correct and consistent estimation of phase equilibrium related
properties. This is, however, not an easy task considering the conditions of operation
(involving high pressure phase equilibrium) and the non-ideality of the mixture. As a
result, thermodynamic models such as the cubic equations of state or the GE-based
models cannot be applied without modifications.

Developments in the last decade related to new mixing rules for the a-parameter
(or a/b-parameter) and the b-parameter in the cubic equation of state have focussed on
correlation and prediction of high pressure phase equilibria. Currently, there exist
several (2-4) methods which appear to be promising. An evaluation of these methods
is needed, since for any application1 "ited to design and/or analysis of a process, only
one estimated value can be used (considering use of computer aided systems). Also,
very few currently available computer aided systems such as process simulators are
applicable to supercritical extraction based separation processes (5). Consequently,
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even though the number of applications using supercritical fluids is increasing, their
commercial significance is still limited.

The objective of this paper is to compare the performance of a class of cubic
equations of state with respect to correlation and prediction of phase equilibria for
mixtures containing supercritical fluids. Since one of the applications of these models
is going to be in process design and analysis, the comparison of the performance of the
models should also take into account their use in computer aided systems. Therefore,
in addition to accuracy and consistency, computational times are also considered to be
an important factor. It should be noted that in this paper, the selected models for
comparison are used as they are found in the open literature. If parameters for a model
are not available, they have been estimated. Another procedure, which was not
followed in this work, would have been to fit the parameters of a selected excess free
energy model for all the mixing rules and systems considered in this work to evaluate
the correlative capabilities of each mixing rule. This approach, however, is beyond the
scope of the present paper, and there is no general consensus of which specific model
one should use. Neither would this procedure allow us to evaluate the predictive
capabilities of the models, which is one of the objectives of this paper. Therefore, we
have chosen to take the models as they are reported in the open literature.

This paper compares the ability of the models to correlate and/or predict binary
mixture data and ternary mixture data for a range of supercritical fluid-solute systems.
The supercritical fluid is either carbon dioxide or propane while the solutes include low
molecular weight compounds (such as methanol and isopropanol) as well as high
molecular weight compounds (such as free fatty acids and esters from the fish oil). For
all the mixtures, experimental data have been compared with the correlated or
predicted values. All the models (methods) compared have different ways of
determining the mixture a-parameter (or a/b-parameter) and the mixture b-parameter.

THERMODYNAMIC MODELS

The main equations of the various mixing rules studied are given here, together with
the abbreviations used in the comparisons. The SRK EOS (6) and the PR EOS (7) are
used as base models for the various mixing rules. The reason for not using the same
cubic EOS is that parameters have already been estimated for two of the mixing rules
incorporating a predictive GE-model into the mixture a-parameter, and in order to use
the existing parameters, the base model should not be changed. For the temperature
dependent part of the pure component a-parameter, the equation of Mathias and
Copeman (8) is used. Most of the pure component parameters used in this work can
be found in the literature (2, 3, 9-11), whereas the rest have been estimated, and they
can be obtained from the authors. The critical properties of the pure components are
obtained from the DIPPR data bank (12).

In the vdW model the SRK EOS is used together with quadratic mixing rules
for both the a- and b-parameter. Since temperature dependence can be incorporated into
each of the binary interaction coefficients, there are possibilities of a two parameter
model (vdW2) without temperature dependent parameters, and a four parameter model
(vdW4) with temperature dependent parameters.
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The random - non random model by Mollerup (13, 14) is used in this paper
together with the SRK EOS and a quadratic mixing rule for the b-parameter. As shown
in equation (2), none of the three binary interaction coefficients are considered to be
temperature dependent in this work.
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o YxE, )

I=1
-a) kg b
b R 0

E, = ex —mln(IJe;) ; a; =a, (1 -k

As this model is also known as a density-dependent local composition model, the
abbreviation (DDLC) is used.

The local composition model of Schwartzentruber, Galivel-Solastiouk and
Renon (SGR) is used in this paper together with the SRK EOS.

N N
m.x. - m.Xx.
- . - o ij i Ji
a-= sz,x,aij s oay = \Jag |1 -k - - 3
i=1 j=1 m; x; + m;X;
ki =kis L=-L;; mg=1-m;

For the b-parameter, a linear mixing rule represented by equation (4) is employed (15).

b= b, @

Huron and Vidal (16) proposed a new mixing rule for the a-parameter (HV) in
the SRK EOS given by equation (5).

N
N a. GE GE N EXJGJT
a=b|Yx = - — L =Y x
i b; InQ2) RT 7 X 5)
Zkakj
=1
= b exp(- @;T;) T T 172. + 1:;{ a- l;

The above mixing rule has been derived by combining the EOS with a slightly
modified NRTL GE-model (17) and assuming that GEE9S=GE*" at infinite pressure. A
linear mixing rule (Eq. (4)) is used for the b-parameter.
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The mixing rule of Michelsen (18, 19) is used together with original UNIFAC
with a linear temperature dependence of the interaction parameter (20). In this work
MHV?2 is used with a linear mixing rule for the b-parameter, and the mixing rule for
the EOS a-parameter is given by equation (6).

: b
q,(e - Ex‘ @) + gy(a? - Ex «d) = I+ > x, ln(;—) ©

a = abRT; GE = Guypycs g, = a
For MHV1, a quadratic mixing rule for the b-parameter is used and the mixing rule
for the EOS a-parameter is given by equation (7).

ql(‘x E xxau) E ] (7)

i=1

a = «bRT; GE = Gummc ;oay=ay +a, (T- 1)

y

The LCVM mixing rule for the a-parameter (3) is a Linear Combination of the
Vidal and Michelsen mixing rules. It is used together with the PR EOS, original
UNIFAC (20, 21), and a linear mixing rule for the b-parameter.

GE & . b|. A GE +
=— == |=— 4+ ) xIn—|+ — — + ) x
RT El bl A4, RT G ®)

+aU’2(T—’I"), A =036

E _ . i
G® = Gunipac 5 9 = ay,

In the WS mixing rule (4) the expression for b and a for the mixture are given
by equation (9).

&)

Nooa, GE
;‘””{E"fb A_l

i=1

Original UNIFAC with a linear temperature dependence of the interaction parameter
(20) is used as the GE-model. If UNIFAC parameters exist, the binary interaction
coefficient (k;) is calculated/adjusted (22, 23) in order to reproduce the GE of UNIFAC
(expenmental data).

In all, eight different mixing rules/models/methods including the MHV1,
MHV2, LCVM, WS, HV, DDLC, SGR, and VAW have been considered (two
different numbers of parameters in the VdW mixing rule have also been considered).
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MIXTURE DETAILS

Table I gives the details of the binary and ternary mixtures whose computed data are
given in this paper. It should be noted that in the actual performance evaluation, larger
data sets (whose details can be obtained from the authors) have been considered. The
first set of data involves the three binary pair data and the ternary mixture data for the
system CO,-CH,OH-H,0. The second set of data involves two of the binary pair data
and the ternary mixture data for the system C,Hg-H,O-isopropanol. The third system
is a non-supercritical fluid system at low pressure (1 atm) involving water and
pentanol. This system is included to evaluate the performance of the models for
predictions at low pressure. The fourth set of data involve binary mixtures of super-
critical fluid and aromatic compounds. The fifth and final set of data involve binary
and ternary mixtures of a supercritical fluid and fatty esters and fatty acids (derived
from fish oils). The references for the experimental data are also given in Table I.

Table 1. Details of the experimental data

System Mixture Reference number
A CO,-CH,0H 24, 25, 26
B CO,-H,0 27, 28
C CH,0H-H,0 29
D CO,-CH,0H-H,0 30
E C,H;-H,0 31
F isopropanol-H,0 32
G C;H;-H,0O-isopropanol 33
H H,O-pentanol 32
I CO,-acetophenone 1
J CO,-propylbenzene 1
K CO,-ethyl oleate 34
L CO,-ethyl linoleate 34
M CO,-methy! oleate-oleic acid 35

COMPUTATIONAL DETAILS

Except for systems F and H, the phase equilibrium calculation involved the com-
putation of P-x,y diagrams. For systems F and H, T-x,y diagrams have been
computed. For the binary systems A and B, except for the mixing rules MHV2 and
LCVM, all other model parameters have been estimated. For the binary system E, all
model parameters have been estimated and the results have been compared with the
results of the existing parameters with the MHV2 mixing rule. For system C, the
parameters in the mixing rules HV, DDLC, SGR and vdW have been estimated, while
the binary interaction coefficient (k; in eq. 8) in the WS mixing rule has been
calculated in order to reproduce the GE of the experimental data (22 and 23). This
procedure has been found to work extremely well for symmetric systems, even though
it is claimed in the literature that the WS mixing rule (procedure) has some problems
for highly asymmetric systems (36). The same procedure has also been employed to
estimate the WS model parameters for systems F and H. For systems D and G no
parameters were fitted. As experimental data were not available (for this paper) for the

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch009

August 10, 2012 | http://pubs.acs.org

9. KNUDSEN ET AL.  Correlation & Prediction of Phase Equilibria 145

system C;Hg-isopropanol and in order to perform a proper calculation of system G, it
was necessary for the WS mixing rule to determine the extra WS-parameter (k; in eq.
8) by use of the MHV2-UNIFAC parameters while for the vdW2 mixing rule both
binary interaction coefficients were set equal to zero. The number of model parameters
(estimated) for each model is given in Table II together with information on the mixing
rule models.

Table II. Information of the different mixing rules

Model GE-model EOS Model Parameters
parameters estimated
MHV2 Lin-UNIFAC SRK 4 04
MHV1 Lin-UNIFAC SRK 4 0
LCVM UNIFAC PR 4 0@
WS Lin-UNIFAC SRK 5 5
HV NRTL SRK 6 4
DDLC - SRK 3 3
SGR - SRK 3 3
vdW2 - SRK 2 2
vdW4 - SRK 4 4

Note that for the MHV2 and the LCVM mixing rules, the four model
parameters were only estimated for system E. In all cases where the model parameters
have not been estimated, they have been taken from the model reference papers: For
systems A, B, E, I, and J, the MHV2 parameters are from (37); for systems K, L and
M, the MHV1 model parameters are from (9); for systems A, B, E, I, and J, the
LCVM parameters are from (3); for systems K and L, the LCVM model parameters
are from (10). All the parameters obtained in this work can be obtained from the
authors.

In terms of computational time, the vdW2 and vdW4 are the fastest, followed
by HV, MHV2, LCVM, SGR, and WS and the slowest is the DDLC model (of the
models considered in this paper). The test problem involved the computation of a
single point of a P-x,y diagram. The GCEOS model (38), due to its very lengthy
computational time, has not been considered in this work.

DISCUSSION OF RESULTS

Table III lists the mixture systems studied and the models that have been compared for
each mixture system. Models such as HV, DDLC, SGR, and vdW4 were discarded
after mixture system D, mainly because they are non-predictive in nature, meaning that
experimental data are necessary in order to estimate the binary parameters in the
models. For the mixing rules (MHV2, LCVM, and WS) which can utilize the
UNIFAC parameter tables, this is not a problem once the UNIFAC parameters have
been obtained. Furthermore, the vdW2 mixing rule can be predictive but not
necessarily accurate if both interaction coefficients are set to zero. The mixing rules
of the same type as SGR all suffer from the Michelsen-Kistenmacher syndrome (39),
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and it has been shown that the predictive capability of the SGR and DDLC mixing
rules are somewhat lower than that of the MHV2 and HV mixing rules.

Table III. The models compared for all investigated mixtures

System Mixture Models compared

A CO,-CH,0H MHV2,LCVM,WS HV,DDLC,SGR,
vdw2,vdW4
B CO,-H,0 same as above
C CH;0H-H,0 same as above
D CO,-CH;0H-H,0 same as above
E C;H¢-H,0 MHV2,LCVM, WS, vdW2
F isopropanol-H,0 MHV2,LCVM,WS,vdW2
G C;H,-H,0O-Isopropanol MHV2,LCVM,WS,vdw2
H H,0O-pentanol MHV2,LCVM,WS,vdW2
I CO,-acetophenone MHV2,LCVM
J CO,-propylbenzene MHV2,LCVM
K CO,-ethyl oleate MHV1,LCVM
L CO,-ethyl linoleate MHV1,LCVM,SGR,vdW2
M CO,-methyl oleate- MHV1
oleic acid

Prediction of phase equilibria for CO,-CH;0H-H,O system.

First the three binary pairs for the ternary system CO,-CH;OH-H,O are considered.
As listed in Table III, all the models are evaluated for this system. In Figures 1 and
2, the computed P-x,y diagrams for the binary system, CO,-CH,OH, are shown for the
eight models. In Figures 3 and 4, the P-x,y diagrams for the binary system, CH;OH-
H,O0, are shown for the eight models. It can be noted that for the CO,-CH;0H system,
the LCVM and DDLC do not perform as well as the others while for the CH,OH-H,0
system, all the models perform equally well. The same is true for the system CO,-H,0,
and this system is therefore not depicted. Note that except for the MHV2 and LCVM
models, the computed values for all other models are from correlations (not
predictions).

When the ternary mixture phase equilibrium is predicted (this is prediction since
the parameters obtained from the binary mixtures are employed), as shown in Figures
5 and 6, with the exception of DDLC and SGR, all other models perform quite well.
The MHV2-model starts to deviate at the higher pressure end because the linear
UNIFAC-model parameters did not include the corresponding high pressure end. It
should be noted that modified UNIFAC introduces additional parameters and that the
accuracy of the other models when combined with modified UNIFAC may also be
affected in a positive way. Bubble points calculations have been performed to produce
these Figures (the composition of water and carbon dioxide is given in ref. 30)
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Prediction of phase equilibria for the system C,Hg-H,0-isopropanol

For this system, the main employed class of models are (besides the vdW2 mixing
rule) those which combine a GE-model with an EOS in order to derive an expression
for the mixing rule of the a/b-parameter. The following models belong to this class:
MHV2, LCVM, WS and HV. The HV mixing rule is not employed since it cannot be
used as a predictive model. It can be noted that most of the models have difficulties
with the propane-water data (Figures 7 and 8), especially the VDW2 mixing rule for
the compositions in the liquid phase, x. At 377.59 K some errors in the vapor phase
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compositions, y, are observed for some of the mixing rules. In order to produce these
Figures, flash calculations have been performed. It has been shown previously (40) that
both the MHV2 and the HV mixing rules (parameters correlated with experimental
data) give very accurate equilibrium constants for this system. It is clear that the
MHV?2 (old and new parameters), LCVM, and WS mixing rules are not bad at all. For
the MHV2 mixing rule, the results are shown for both the existing parameter set and
the newly estimated parameters, and as for system D it can again be noted that the high
pressure data probably did not enter into the original parameter estimation (37).
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For the H,0-isopropanol data set (Figure 9) very good agreement is obtained in the
prediction with the MHV2 and the correlation with the vdW2 mixing rules, whereas
the prediction of the azeotropic point with LCVM is not very good, and the WS mixing
rule predicts a false liquid-liquid split. All the models perform rather poorly for the
ternary system (Figure 10). The models MHV2 and LCVM at least show the correct
trend. Note that the MHV2 model with new parameters (estimated in this paper) over-
predicts the experimental values while the original parameters (37) under-predicts the
experimental values.
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H,0 at 1.0 atm 353 K in C,H,-H,0-isopropanol

Prediction of phase equilibria for systems H, I and J

The computed values for the low pressure binary system water-pentanol is shown in
Figure 11. Only the vdW2 model parameters were estimated. Surprisingly, the LCVM
model does not perform as well as the other models. The binary systems CO,-
acetophenone and CO,-propylbenzene are considered next. The LCVM model appears
to perform much better than the MHV2 model (especially for system I, see Figures 12
and 13).

It should be noted that the GCEOS model has been found to correlate this data set
satisfactorily (1). In this paper, however, neither the parameters of the MHV2 model
nor the LCVM model has been correlated to these data, but the result of such a cor-
relation would probably be that these two mixing rules would perform equally well or
better than the GCEOS.

Prediction of phase equilibria for systems K, L and M
These systems involve the computation of high pressure phase equilibrium for binary

and ternary mixtures with CO, and high molecular weight fatty esters and acids derived
from fish oil. It should be noted that the data for CO,-ethyl oleate were not included
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in the estimation of the model parameters
for the LCVM mixing rule, and the data
for CO,-ethyl linoleate were not included in
the estimation of the model parameters for
the MHV1 mixing rule. Figure 14 depicts
the experimental data for the binary system
CO,-ethyl oleate, and the calculated P-x,y
diagrams with the prediction of the LCVM
model and the correlation of the MHV1
model, while Figure 15 depicts the experi-
mental data for the binary system CO,-ethyl
linoleate, and the calculated P-x,y diagrams
with the prediction of the MHV1 model
and the correlations of the LCVM, SGR
and vdW2 models. The results for the CO,-
ethyl oleate system are expected, because
the model (MHV1) for which this system
went into the parameter estimation per-

Figure 12 P-x,y diagram for CO,-aceto-
phenone at 353.2 K
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Figure 13 P-x,y diagram for CO,-pro-
pylbenzene at 393.2 K

forms somewhat better than the model (LCVM) for which this system was not
incorporated in the parameter estimation. For CO,-ethyl linoleate the correlations of
SGR and vdW2 do not unexpectedly appear to perform best, since the LCVM model

is based on a group-contribution concept

(UNIFAC) and the result with MHV1 is

predictions, or more correctly extrapolations, because the same type of components
were involved in the parameter estimation. The unexpected result is that the
"prediction" with MHV1 is better than the "correlation" with LCVM, which very
surprisingly does not perform as well as expected. It is clear from these two figures
that the MHV1 model is somewhat more reliable than the LCVM model for fluid-liquid
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equilibrium between CO, and fish oil related compounds. With respect to the ternary
system, only the MHV1 model predictions are given in Table IV since the LCVM
model did not perform that well for system L. Bubble point calculations are performed
to produce Table IV.

1909  Carbon dioxide(1)-Ethyl oleate(2) 1809 Carbon dioxide(1)— Ethyl Lmoleate(z)
P-x,y diagram at 323.15 K { P-x,y diagram at 323.1
170 /
<4 / 1 -
Tl Gl cota /. * ="
1 —— MHvI- /e
51507 T [ovMiuNIFAC / S
S} o
- -
© 130+ O 140
3 3
7 1%
7] 0
0 110+ o
a Q- 1204
90
Phe ' i vdW 2 parometers
70 r r : - r , 100 T . : )
070 075 080 085 080 095 100 0.80 85 0.90 0.95 1.00
Composition (xy,y4) Composutlon (x1.y1)

Figure 14 P-x,y diagram for CO,-Ethyl Figure 15 P-x,y diagram for CO,-Ethyl
oleate at 323.15 K linoleate at 323 K

Table IV. Fluid-liquid equilibrium at 313.15 K
for CO, - methyl oleate (MO) - oleic acid (OA),
experimentally and calculated with MHV1

Mole fraction Pressure Mole fraction

in liquid phase (atm) in fluid phase
CO, MO exp. calc. CO, CO, MO MO
exp. exp. exp. calc exp. calc.

0.614  0.093 64.64 57.44  1.000 1.000 0.000 0.000
0.771  0.055 122.08 110.43 0.997 0.999 0.002 0.001
0.835 0.041 195.61 186.84 0.995 0.993 0.003 0.004
0.888 0.027 258.28 288.31 0.993  0.983 0.003 0.007
0.627 0.190  58.72 52.70  1.000  1.000 0.000 0.000
0.788 0.110  98.79 89.23  0.997 1.000 0.003 0.000
0.830 0.080 115.57 120.48 0.995 0.997 0.004 0.002
0.859 0.071 148.53 157.74 0.992 0.993 0.006 0.006
0.527 0356  44.12 35.09 0.999  1.000 0.001 0.000
0.777 0.134 91.19 80.53  0.997 1.000 0.003 0.000
0.868 0.100 120.11 120.81 0.991 0.996 0.007 0.004
0.913 0.065 165.51 173.05 0.984 0.984 0.013 0.014
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CONCLUSIONS

The correlative and predictive capabilities for a class of equation of state models have
been evaluated. From the resulits, it is not possible to recommend a single model for
all systems studied. It is recommended, however, whichever model is selected, that the
correlational as well as predictive capabilities be carefully evaluated before their
application related to process design and/or analysis. Also, for some systems, such as
CO,-fatty acids (and/or esters), it is difficult to obtain a good representation of the
phase behavior for the entire range of data. Therefore, in these applications, "fine-
tuning" of the model parameters is recommended. "Fine-tuning" or re-estimation of
model parameters may also be needed for other systems since in some cases the binary
mixture data (involving the same groups or molecules) have not been represented
adequately. Finally, the mixing rules combining the GE-model and an EOS to obtain
the a-parameter (or the a/b-parameter) and the b-parameter appear to be the best
available option to tackle the difficult task of representing phase equilibria involving
supercritical fluids. The WS mixing rule has a very nice feature in the way it is
ensured that the excess Gibbs energy of the EOS equals that of the experimental data,
but in order to make it really useful for prediction of supercritical processes, a
parameter estimation of gas-solvent interactions with a group-contribution Gg-model
(for example, UNIFAC) is necessary.
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Chapter 10

Pulse Radiolysis To Study Intermolecular
Interactions and Reactivity in Supercritical
Fluids
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SUMMARY

The rates of homogeneous reactions in supercritical fluids (SCFs) can be
affected by bulk properties of the system, as well as the strength of solvation. The
purpose of the work described in this paper is to extend our previous studies of the
solvent effect on reactions in SCFs to ionic reactions. We have used pulse radiolysis
to measure the rate of reaction of benzhydryl cation (PhyCH*) with two cosolvents
(tetramethylethylene ((CH3),C=C(CH3);) and triethylamine ((C2Hs)3N)) in SC
CHF3. These results indicate that the rate constants decrease with increasing
pressure, which is in agreement with predictions from three different approximation

methods. The pressure effect on the ionic reaction of PhpCHY with
(CH3)2C=C(CH3); can be adequately described by relatively simple solution models
and there is no indication of preferential solvation of the ion influencing this reaction.
However, for the ionic reaction of PhyCH* with (C2Hs)3N, a deviation from the
prediction occurring at low pressures at 35°C suggests that PhyCH* may be
preferentially solvated by (C2Hs)3N at the lower temperature, indicating that
preferential solvation may be cosolvent specific.

INTRODUCTION

Supercritical fluids (SCFs) show potential as attractive media for reactions [1]
in addition to the more conventional applications in extractions and separations [2].
Reaction rates in supercritical fluids can be influenced dramatically by widely varying
bulk physical properties and the thermodynamic pressure effect on the rate constant
[1]. More recently, there have been indications that preferential solvation in SCF
mixtures can also affect reaction rates[3,4]. Our objective is to study the effect of
pressure and preferential solvation on a variety of reactions in SCFs in order to gain a
full understanding of the supercritical solvent effect on reaction rates. In this paper
we extend our previous studies to include a charged species in a kinetically-controlled
reaction.

The thermodynamic pressure effect on the reaction rate constant and potential
changes in reaction rates with changing bulk properties has been investigated for
some time. Conversely, interest in the effect of solvation in SCFs and preferential
solvation in SCF mixtures is a more recent result of spectroscopic investigations that

0097-6156/95/0608—0156$12.00/0
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suggest that the local environment can be significantly different than the bulk [5-9].
These investigations showed that the local density can be as much as twice the bulk
density, especially at pressures well below the critical point, and that the local
composition can be as much as seven times the bulk composition when a dilute
cosolvent is added to a SCF. These experimental results have been corroborated by
theoretical integral equation calculations [10], as well as molecular simulations [7,
11].

Previously, we have shown by studying the triplet-triplet annihilation reaction
of benzophenone and the benzyl radical recombination reaction in SC CO3, C2Hg,
CHF;3 and a COp/acetonitrile mixture, that normally diffusion controlled reactions of
neutral species occur at the expected diffusion controlled limit in SCFs under all
conditions [12,13]. This suggests that increased local densities and local
compositions do not in any way impede or enhance reaction rates. This was in
contrast to other published results [14-16] but it should be noted that subsequent
analysis of the pyrene excimer fluorescence data [14, 15, 17] shows that the pyrene
excimer is actually formed at the expected diffusion controlled limit under all
conditions [18], in agreement with our studies. While they do behave in a predictable
fashion, the rates of diffusion controlled reactions can be varied dramatically in the
SCF region because the diffusion coefficients of the solutes change substantially in
this region.

Conversely, it appears that kinetically controlled reactions can be influenced
by solvation. We have studied the hydrogen abstraction reaction of benzophenone
triplet with 1,4-cyclohexadiene and isopropanol in SC CO3, C2Hg and CHF3 [3, 19].
Comparison of the measured reaction rates with predictions of the pressure effect on
the rate constant from transition state theory, provides good evidence that the
preferential solvation of the triplet by the second reactant substantially increases the
reaction rate. This is further supported by a study of the esterification reaction of
phthalic anhydride with methanol in SC CO2, which shows that same trend [4]. In
contrast, in the reaction of benzophenone triplet with molecular oxygen in SC COg,
which might not exhibit preferential solvation due to the relative similarity of O and
COa, the measured reaction rates are as expected, showing no indication of the effect
of preferential solvation [20].

In this report, we will present preliminary results of the reaction of benzhydryl
cation (PhpCHY) with tetramethylethylene (TME) at 35°C and the reaction of
benzhydryl cation (PhoCH?) with triethylamine (TEA) at 35°C and 70°C in SC
CHF3. The benzhydryl cation is formed by the dissociative oxidation of benzhydrol
(PhoCHOH), which occurs in a reaction with solvent-derived cations that are formed
as a result of pulse radiolysis of the solution. We believe this is the first use of pulse
radiolysis, which has been a powerful tool to study reactions and solvation in both the
gas phase and liquid solutions, to study supercritical fluids. The dilute cation solute
reacts in a bimolecular reaction with the quencher (TME or TEA cosolvent ), which is
present in vast excess. The reaction schemes are shown below.

Me Me
krMmE .
Ph2CH + Me)C—CMe, ——— Ph,CH —C —c.,. (1)
CHF,
Me Me
+ k +
Ph,CH + EiN —TEA Ph,CH— NEt;
HF, @)
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EXPERIMENTAL

Materials. Benzhydrol (PhoCHOH) (Aldrich, 99%) was recrystallized from
ethanol. Tetramethylethylene (2,3-dimethyl-2-butene) (Aldrich, 99+%) was purified
by bulb-to-bulb distillation. Triethylamine ((C2Hs)3N) (Aldrich, 99%) was stored
over potassium hydroxide pellets and distilled prior to use. Fluoroform (CHF3)
(DuPont Freon-23, 98% purity) was sequentially passed through two high-pressure
oxy-traps (Alltech) and two high-pressure charcoal traps (Alltech) to remove oxygen
and trace impurities, respectively.

Sample Preparation. Sample mixtures (PhpCHOH/TME/CHF3or
Ph,CHOH/TEA/CHF3) were prepared using two Isco Model 260D high pressure
syringe pumps, a Rheodyne HPLC injection loop for injection of the cosolvent
(quencher), and an injection port for the solid solute. Samples were prepared using a
syringe pump containing pure CHFj to fill a pre-evacuated sample syringe pump with
subcooled CHF3 through the liquid and solid injection ports containing desired
amounts of the quencher (TME or TEA) and the precursor (PhpCHOH), respectively.
The sample was then heated well above T¢ to produce a one phase homogeneous
solution. PhyCHOH concentrations were on the order of millimolar, which produced
micromolar concentrations of PhyCH? following pulse radiolysis. TME mole
fractions ranged from 1 x 10-3 to 7.6 x 10-3 and TEA mole fractions ranged from 3.1

x 106 to 5.3 x 10-5.

Method. Pulse radiolysis was performed using a 10-50 ns pulse of 8 MeV
electrons from the Notre Dame Radiation Laboratory linear accelerator (LINAC) (L
band, 1.3 GHZ). The Pulse Radiolysis apparatus has been described in detail
elsewhere [21]. The high-energy pulse of electrons was directed toward the high-
pressure cell to irradiate the solution inside and produce solvent-derived cations which
in turn undergo dissociative oxidation of benzhydrol, leading to the desired cationic
species (Ph,CH™). The transient cationic species was monitored using a pulsed 1000
W xenon lamp source, and transient absorption signals were digitized with a LaCroy
7200A Precision Digital Oscilloscope. A Gateway 2000 4DX2-66V computer was
used for experimental control.

The pulse radiolysis experiments were performed using a high-pressure
optical cell (~ 3 mL capacity) fitted with a customized stainless steel port for incidence
of the electron pulse and two Suprasil quartz windows for monitoring the transient
absorption signal. The Suprasil quartz windows had mechanical seals composed of
lead and copper packing. Pressure in the cell was monitored to + 0.24 bar with a
Heise (Model 901A) pressure gauge. The desired temperature was maintained to +
0.1°C with an Omega (Model CN-6070 A) temperature controller equipped with a
Watlow Firerod cartridge heater and a platinum resistance thermometer which made
direct contact with the fluid.

Pulse radiolysis experiments require continuous replenishing of the solution to
avoid product accumulation. This was accomplished using a flow system consisting
of either a high-pressure syringe pump containing the sample and a metering valve or
two high-pressure syringe pumps. Experiments were performed using a constant
flow rate of ~ 0.8 ml/min.

The optical cell is loaded in a well-ventilated exhaust hood. There is a rupture
disc in-line in the flow system in case of overpressurization. In addition, the two
syringe pump method described above was developed in order to capture all solvents
downstream and to eliminate plugging that would periodically occur when the mixture
was rapidly expanded with the metering valve. Finally, the experiments were run
remotely from a control room physically separated from the linear accelerator. The
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optical cell was monitored with a video camera to ensure appropriate temperature,
pressure and flowrate.

RESULTS AND DISCUSSION

Reaction of Ph,CH* with TME. As mentioned above, the reactions were
carried out in a vast excess of TME (the quencher) so that the observed rate constants
were pseudo-first-order. The bimolecular rate constants were obtained by conducting
the experiments at several different quencher concentrations. The bimolecular rate
constant (ky;) is the slope of a plot of the observed pseudo-first-order rate constant
(kobs) as a function of quencher concentration, as shown in Figure 1 for several
different pressures for the reaction of benzhydryl cation with TME in fluoroform.
The bimolecular rate constants obtained by this procedure at 35°C at pressures from
63 to 150 bar are shown in Figure 2. These values are, of course, based on bulk
concentrations of the cosolvent. The bimolecular rate constants decrease from about
2.2 x 107 M-1s-1 at 63 bar to about 1.2 x 107 M-1s-1 at 150 bar. These values are
well below the diffusion control limit, so this reaction is clearly fully kinetically
controlled. The critical temperature and pressure of pure fluoroform are 25.9°C and
48.4 bar, respectively.

There are several factors that may influence reaction rates in compressed
fluids. These include changing bulk physical properties (like the dielectric constant),
the thermodynamic pressure effect on the rate constant and, potentially, other short-

range solvation effects. We attempted to analyze the data on the reaction of PhyCH*
with TME in SC CHF;3 in three ways. First, we compared the results with trends that
have been observed for reactions of neutral molecules with ions in normal
incompressible liquid solutions [22]. Next, we calculated the expected pressure effect
on the rate constant from a combination of the electrostriction volume from the Drude-
Nernst equation [23, 24] with that from the Peng-Robinson equation [25]. Finally,
we calculated the expected pressure effect on the rate constant from the model set
forth by Wood and coworkers [26, 27] for the partial molar volume of an ion in a
supercritical fluid.

Various expressions have been developed for the influence of the solvent on
the reaction rate between a neutral molecule and an ion in liquid solvents. They are
based on the application of transition state theory to the Gibbs free energy change of
inserting ions and dipoles into liquid solvents of zero ionic strength and a given

dielectric constant. The various expressions predict that In(kp;) versus 1/e (the
inverse of the dielectric constant) should be linear with a positive slope [22].
Reaction rates should be somewhat greater in media of lower dielectric constant and
this is what we observe in fluoroform. The dielectric constant of fluoroform varies
significantly over the range of pressures investigated [28], and a plot of In(kp;) versus

1/e is shown in Figure 3. The plot is remarkably linear, suggesting that the reaction is
be{ng affected by the solvent in a manner similar to that observed in ordinary liquid
solvents.

In the second method of analysis, we have estimated the anticipated pressure
effect on the rate constant from transition state theory (i.e., essentially the activation
volume, which is the difference in the partial molar volume of the transition state and
the reactants) as having two contributions [22]. One comes from the electrostriction
of the dielectric solvent around the ion and is given by the Drude-Nernst equation [23,
24], and the other is the contribution to the partial molar volume of each species that
comes from simple nonionic forces which can be roughly predicted from an equation
of state like the Peng-Robinson equation [25]. The nonionic contribution from Peng-
Robinson predicts that the rate constants should actually increase slightly with
increasing pressure, in contrast to observations. However, the ionic contribution,
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Figure 1: Determination of the bimolecular rate constants (the slopes) from
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Figure 2: Bimolecular rate constants for the reaction of TME with PhyCH* in
CHF; at 35°C at various pressures.
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which is based on the pressure derivative of the dielectric constant, decidedly predicts
that the rates should decrease with increasing pressure and the combined effect is well
in line with the measured values, as shown in Figure 4. At any given temperature and
pressure the magnitude of the contribution to the activation volume from
electrostriction is roughly twice that from the nonionic forces. However, the exact
values of the estimated pressure effect on the rate constant depend on the values
chosen as the radius of the cation and transition state. Using reasonable values of
2.45 A° [29] and 7.5 A°, respectively, we obtain the values shown as triangles in
Figure 4. Based on these estimates, it appears that the measured reaction rates are
quite reasonable and behave as expected when one includes the electrostriction about
the ion.

The third method of analysis is quite similar to the second except that the
partial molar volumes of the ions due to electrostriction are calculated by the method
developed by Wood and coworkers [26, 27], which explicitly includes the
compressibility of the dielectric fluid. Their model predicts a dramatic local density
enhancement close to the ion and negative partial molar volumes that are much larger
in magnitude for the ions than predicted by the Drude-Nernst equation for the same
molecular radii. This method also predicts a decrease in the rate constant with
increasing pressure but suggests that the change should be somewhat less dramatic in
the low pressure region. These estimates are shown as the crosses in Figure 4, which
is the plot comparing the experimental and estimated pressure derivatives of the rate
constants.

Thus, the trend of the measured reaction rates can be modeled reasonably well
by any of the above methods, including the very simple liquid solution based
correlation that predicts that In (kp;) should vary linearly with the inverse of the bulk
dielectric constant. There is no indication of preferential solvation, which appears to
play a significant role in kinetically controlled reactions of some neutral species,
influencing this reaction. This may be due to the fact that the cation is not
preferentially solvated by the TME. This would not be unreasonable since the
cosolvent (TME) is nonpolar and the solvent (fluoroform) is polar. Another
possibility is that the preferential solvation is hidden by the uncertainty in the
estimates of the electrostriction, which dominates the pressure effect on the reaction
rates.

Reaction of PhoCH* with (C2Hs)sN.  This ionic reaction was carried out in
fluoroform at 35°C and 70°C at pressures from 63 to 150 bar. The bimolecular rate
constants, obtained in a similar way to the above reaction, decrease from about 1.87
x1010 at 63 bar to about 9.29 x109 M-!s-1 at 150 bar at 35°C and decrease from 5.32

x1010 at 77 bar to 1.39 x1010 M-1s-1 at 150 bar at 70°C.

A plot of In(kp;) versus 1/¢ (the inverse of the dielectric constant) is shown in
Figure 5 for the experimental rate constants at both temperatures (35°C and 70°C).
The dielectric constants for 70°C were obtained from linear extrapolation of literature
dielectric constant data [28]. The dielectric continuum model predicts that In(kp;)

varies linearly with 1/e. Our experimental data show remarkable linearity over all the

pressure range studied at 70°C. At 35°C In(kp;) also shows linearity with 1/¢ for high
pressures, but an upward deviation from linearity occurs at lower pressures.

The pressure derivatives of the experimental rate constants at both
temperatures are compared in Figure 6 with the predicted values from the method in
which the partial molar volumes were calculated from the Peng-Robinson equation of
state and the electrostriction term was calculated from the Drude-Nernst equation,
with a radius of 2.45 A’ for PhyCH™ and a radius of 7.5 A° for the transition state.
As we can see, the predicted pressure derivatives of the rate constants match the
pressure derivatives of the experimental rate constants very well at 70°C. There is

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch010

August 10, 2012 | http://pubs.acs.org

162

INNOVATIONS IN SUPERCRITICAL FLUIDS

17.2
17.0
1 [ ]
16.8 [

16.6

In Kpij

16.4 (]

16.2

16.0 . ' . : :
0.14 0.18 0.22 0.26
1/DIELECTRIC CONSTANT

Figure 3: Experimental rate constants for reaction of TME with Ph,CH* in
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some deviation between the prediction and the experimental values at low pressures at
35°C. While the thermodynamic pressure effect on this kinetically controlled ionic
reaction can be predicted fairly well by simple models, the slight discrepancy between
the model prediction and the experimental values at 35°C may suggest that the cationic
species (PhpCH?) is preferentially solvated by (C2Hs)3N, a strong nucleophile, at
lower pressures and the lower temperature. This is not observed for the reaction of
PhyCH* with TME in fluoroform.

CONCLUSIONS

We have presented results, obtained by pulse radiolysis, of two ionic
reactions in fluoroform at two temperatures. The rate constants decrease with
increasing pressure, which is in qualitative agreement with predictions from three
different approximate methods. These methods include 1) correlation from solution
theory that predicts that In (ky;) should increase linearly with the inverse of the bulk
dielectric constant, 2) the thermodynamic pressure effect on the rate constant predicted
from the Drude-Nernst equation and 3) the thermodynamic pressure effect on the rate
constant predicted from the compressible model developed by Wood and coworkers
[26, 27]. The pressure effect on the ionic reaction of PhyCH* with TME can be
adequately described by relatively simple solution models, and the preliminary results
indicate that there is no evidence of preferential solvation of the ion influencing this
reaction. However, a comparison between the model predicted values and the
experimental values for the reaction of PhpCH* with (C3Hs5)3N in fluoroform
suggest that preferential solvation of cationic species may be occurring at lower
pressures on the lower isotherm. It should be noted that the electrostriction term
dominates in determining the thermodynamic pressure effects on both ionic reactions
investigated in this research.
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Chapter 11

Kinetics of a Diels—Alder Reaction
in Supercritical Propane

Barbara L. Knutson, Angela K. Dillow, Charles L. Liotta,
and Charles A. Eckert!

Schools of Chemical Engineering and Chemistry
and Specialty Separations Center, Georgia Institute of Technology,
Atlanta, GA 30332-0100

The kinetics of the Diels-Alder reaction of maleic anhydride (MA)
and 2,3-dimethyl-1,3-butadiene (DMB) were studied in supercritical
fluid propane solutions in the temperature range of 100-140°C and at
densities of 6-10 moles/liter, both in excess DMB (a reactive
cosolvent) and also in the presence of an unreactive cosolvent (2-10
mole% 2,2,2-trifluoroethanol (TFE)). In the reactive cosolvent
systems, low density results at 100°C and 120°C were not in
agreement with activation volumes estimated from a cubic equation of
state. The effect of unreactive cosolvent on the reaction rate was
minimal. Anomalies observed may be the result of a reactive
cosolvent-enhanced solute environment in near-critical solutions or
enhanced secondary interactions in the transition state.

Supercritical fluids (SCF’s) offer many advantages as solvents for reactions as well
as for separations. Investigations in near-critical solutions have shown the ability to
control reaction rate (/-7) selectivity (8-10) and chemical equilibria (/1) with small
changes in pressure and temperature. The detoxification of waste streams by
supercritical water oxidation is a particularly promising application of SCF
technology (see, for example, (12)). In spite of this potential as a reaction media,
knowledge of the unique solvent properties of SCF’s has been applied primarily to
enhancing separation selectivities and loadings. Specifically, the effect of local
reactant environment and cosolvent addition on reaction rates in near-critical
solutions is relatively uncharacterized.

1Corresponding author
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Cosolvents afford a powerful tool for tuning solvent properties for specific
applications (/3-18). The often dramatic change in solute solubility upon the
addition of cosolvent is attributed to specific cosolvent/solute interactions.
Cosolvent effects are also interpreted in light of evidence that the bulk and local
solvent environment about a solute in a near critical solution may differ in density
and composition (19, 25-28). Although these enhancements are not strictly a critical
phenomenon, they appear to be a strong function of density in the highly
compressible near-critical region (24-26, 28-30).

Some kinetic investigations have served as probes of the local environment of
reactant molecules in near-critical solutions. These investigations have generally
been limited to diffusion-controlled reactions, in which the reaction rate was related
to the structure of the local environment at various near-critical conditions (5, 3/-33).
However, Brennecke and coworkers (6,7) have observed near-critical effects on the
rate constant consistent with local solvent enhancements for kinetically-controlled
hydrogen abstraction of benzophenone triplet by cyclohexadiene and isopropanol in
SCF CO, and C,H, (6), and the esterification of phthalic anhydride with methanol in
SCF CO, (7). In the near-critical region, the rate constants for both reaction systems
were significantly larger than predicted. These differences in the experimental and
predicted rates were consistent with differences in the local and bulk concentration of
the excess reactant in the vicinity of the dilute reactant.

Thus, reactive and unreactive cosolvent effects have a variety of implications in
tailoring SCF solvent systems for reactions. In the case of bimolecular reactions, the
existence of local enhancements suggest that apparent rate constants are a function of
a local solvent environment enriched in the reactive cosolvent. The effective rate
constant may also be influenced by the solvent strength associated with the
composition-enhanced local environment about the dilute reactant. An unreactive
cosolvent species may modify the solvating power and physical properties of
SCF/reactant systems and may be used to control reaction rates.

Presented here are results for the reaction of DMB and MA to form 4,5-
dimethyl-cis-1,2,3,6-tetrahydrophthalic anhydride (DMTA), shown below.

0)
H3C /CHZ H‘C _ &\ H3C

c* se~-6
(@) — @)
¢, e ¢ c
HC' ‘CH, g HC’

DMB MA DMTA
DMTA

This reaction was investigated in SCF propane in the presence of reactive cosolvent
(excess DMB) and unreactive cosolvent TFE over a range of temperatures (100 -
140°C) and pressures (46 - 141 bar). The near-critical effects and cosolvent effects
on reaction rate were analyzed from transition state theory, the known solvent effects
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on this well-characterized reaction, and the current understanding of the local solute
environment in SCF solutions.

Background

The Diels-Alder reaction is a clean, well-characterized bimolecular reaction,
generally proceeding in a single step through a pseudo-aromatic transition state. In
liquids, it is known to exhibit modest rate increases with solvent polarity (34,35) and
to be accelerated by pressure (36). There is some evidence that it may also be
accelerated by protic solvents (37). Most Diels-Alder reactions proceed in the gas
phase by the same mechanism and with similar activation energies to those observed
in liquids.

The reaction of DMB and MA in SCF propane was chosen based on several
criteria: the rate is suitable for our flow technique, the diene is a liquid at ambient
conditions, and the analysis is not complicated by stereochemical isomers. The
critical properties of propane (T, = 96.7°C, P, = 42.5 bar) allow us to maintain
convenient rates at near-critical temperatures. Additionally, propane cannot be
involved in specific interactions with the reactants or cosolvent, thus simplifying the
interpretation of solvation effects. Also, a series of liquid and SCF experiments
indicate that there are no significant side or reverse reactions at the temperatures
investigated here. The miscibility of all concentrations of reactants and cosolvents
with SCF propane were checked in a visual cell at reaction conditions to ensure that
all experiments were carried out in the single phase region.

The cosolvent TFE was chosen in an attempt to maximize the observable
cosolvent effect. TFE is a strong hydrogen bond donor, but as a poor base it does not
associate appreciably. It also has relatively large solvent polarity/polarizabilty effect,
as measured by its Kamlet -Taft parameters (38). Moreover, TFE will not react with
any species present, as confirmed from liquid experiments in which DMB and MA
were refluxed in neat TFE (T, =79°C) for 12 hours.

Experimental

Apparatus. The flow reactor, shown in Figure 1, has been described in detail
elsewhere (39). Isco Model 260D and 500D syringe pumps were used to introduce
the reactant mixtures (MA/propane and DMB/propane or DMB/TFE/propane) into
the system and maintain pulse-free, constant pressure flow throughout the reactor.
The reactor was housed in a shatter-proof vessel as an additional safety precaution.
The reactant mixtures flowed from the pumps to preheating coils and were brought
together in a static mixer (Koflo Corporation, 17 elements in 3/16” tubing). The
reactor consisted of 1/8" o.d. high pressure tubing (High Pressure Equipment) with a
volume of 10.8 ml. This coiled tubular reactor, as well as the preheating coil and
tubular static mixer, were located in a temperature bath. Temperature was measured
using a calibrated thermocouple and digital display (Omega Model HH21) to + 0.3°C
and controlled using a three-mode controller (Bayley Instrument Company, Model
123). Pressure was monitored in the reactant lines and at the reactor inlet with
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transducers accurate to + 0.5 bar (Druck Model DPI 420). All pressurized lines

external to the temperature bath were heated with heating tape. Flow rate was
controlled by a heated micrometering valve (Autoclave Engineers Inc., Model
10VRMM). After the reactor outlet stream was depressurized at the micrometering
valve, non-volatiles were precipitated in a trap. The stream was then passed through
a water saturator before entering a wet test meter (Precision Scientific Inc., Model
63126) and finally exhausted into a safey hood.

Samples of the pressurized reactor outlet stream were taken using a six-port,
external loop sampling valve (Valco Instruments Model C6UW) located before the
micrometering valve. Each 250 ul sample was depressurized into a cold liquid
solvent, the sample loop was rinsed with this solvent, the total volume of the solvent
was determined, and the sample was subsequently analyzed by gas chromatography
(Varian 3400) with FID detection.

Procedure. The reaction rate constant was determined for a given temperature and
pressure from several flowrates with multiple samples taken at each flowrate.
Preheated solutions of DMB/propane and MA/propane were brought together by a
standard mixing tee at the reactor inlet in constant volumetric ratios through
“cosolvent mode” operation of the Isco syringe pumps.

At the start of each run, 3 to 4 reactor volumes of mixture were flushed through
the system at a constant flowrate before sampling the reactor outlet stream. Three
samples were taken at each reaction condition and then the flowrate was varied.
After changing the flowrate or perturbing the reactor system in any way, sampling
did not proceed until a solution volume greater than the reactor volume was flushed
through the system at the new conditions. The propane flowrate at STP conditions
was measured from wet test meter readings.

The reaction of DMB and MA in SCF propane was investigated at 100, 120, and
140°C at pressures ranging from 46 to 141 bars. This corresponds to reactor solution
densities of 6.5 to 9.6 moles/liter, where the critical density of pure propane is 4.9
moles/liter. At the reactor inlet the ratio of the mole fraction of DMB to MA,
Ypms/Yma, Was approximately fifteen. The reactive cosolvent, DMB, was present at
1.8 x 107 <ypyp<2.9x 107

Materials. Acetone (99.9+ %, HPLC grade), dimethylsulfoxide (99.9+ %, HPLC
grade), TFE (99.5+ %), and DMB (98%) were obtained from Aldrich Chemical
Company and used as received. C.P.-grade propane (99+ %) was purchased from
Matheson Gas Products. MA (99+ %) was obtained from Fluka Chemicals,
sublimed, and stored in a nitrogen environment.

DMTA was produced by refluxing MA neat in excess DMB for 8 hours in a
nitrogen environment. The DMB was then removed by evaporation. Traces of DMB
and MA were not detectable in the product when analyzed by gas chromatography
with FID detection.

Data Analysis. The composition of the reactor inlet stream was determined from the
composition of the pre-reaction mixtures in the respective syringe pumps, the
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volumetric ratio of these mixtures fed to the reactor in the syringe pump cosolvent
mode, and the density of these feed mixtures. The Soave-Redlich-Kwong (SRK)
equation of state was used to determine the composition and density of the pre-
reaction mixtures based on gas chromatography analys’s of the mixture samples.
The pure component properties needed for this calculation were determined by
Lydersen's group contribution method for the estimation of critical properties and
Lee and Kessler’s method for acentric factors (40) [(DMB: T, = 526 K; P, = 34.6
bar; ® = 0.22); MA: T, = 720 K; P, = 59.5 bar; o = 0.45), (TFE: T,=501K; P =
48.6 bar; ® = 0.64)]. The binary interaction parameters (k;;’s) in these systems were
set equal to 0.1, for lack of further information. Mixture densities were calculated
by multiplying the known density of pure SCF propane (4/) by a ratio of mixture
density to the pure propane density as determined from the SRK equation of state.

The volumetric flowrate at reactor conditions was determined from the reactor
stream density and the propane flowrate measured at room conditions using the wet-
test meter. From this volumetric flowrate, the average time a volume or plug of fluid
spent in the reactor was evaluated.

Outlet samples were analyzed by gas chromatography for DMB and product.
The consistency of ypyp served as a check of the sampling technique. These values
were used to evaluate the bimolecular rate constant from the pseudo-first order rate
measured in excess DMB. The reported bimolecular rate constants, given in mole
fraction units (min"), were corrected from the psuedo-first order rate constants
divided by the mole fraction of DMB (ypyg) in each sample.

The reactor flow was well within the laminar regime at all flowrates
investigated. Several reactor models were employed in this analysis: a plug flow
reactor (PFR), a continuous stirred tank reactor (CSTR), and a laminar flow reactor
(LFR). Details of the LFR model are given by Carberry (42). Relative to the ideal
PFR and CSTR models, the LFR model represents an intermediate effect of mixing
on conversion, although the CSTR model was much closer than the PFR model in
predicting the mixing effect in this case. Rate constants reported here are based on
the LFR model. The PFR model provided rate constants which were, on average,
8.5% below the LFR model, while the CSTR model provided rate constants which
were only 1.5% above the LFR model.

The activation volume was predicted from SRK estimates of the partial molal
volumes of the transition state and the reactants in supercritical propane/ reactant
mixtures. For lack of further information, the transition state parameters were
modeled as those of the product and estimated by group contribution methods (40)
[DMTA: T,=874K;P,=31.7 bar; ® = 0.62].

Results and Discussion

The rate constants for the reactive cosolvent system at 100, 120, and 140°C are
shown in Figure 2.  The effect of pressure on rate is in contrast to the trend
observed by other investigators for Diels-Alder reactions in SCF CO,, in which a
significant increase of the rate was observed with small increases in pressure in the
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near-critical region (2,4,43). Unlike the reactive cosolvent environment of this
investigation in SCF propane, rates in SCF CO, were determined for dilute systems
in which the composition of the reactants was of similar magnitude.

The pressure effect on reaction rates is the activation volume, which in liquids is
typically £ 0-40 cc/mole, with structural and solvation contributions equal in size
(44). In SCF’s, Av” represents primarily a difference in the solvation of the
transition state and reactants; the corresponding partial molal volumes of the
transition state and substrate in SCF’s are large and negative, scaling with the
isothermal compressibility of the near-critical fluid (/9). Paulaitis and Alexander (2)
and ITkushima et al.,(4) have reported large negative volumes of activation for Diels-
Alder reactions in SCF CO,. At 50°C in SCF CO,, a Av” of -750 cc/mole is reported
for the methyl acrylate/isoprene reaction (4). Kim and Johnston (45) have predicted
values of Av” for the Diels-Alder reaction of maleic anhydride and isoprene in SCF
CO, as great as -4000 cc/mol, demonstrating the considerable effect of pressure on
reaction rate anticipated in near-critical solutions. In view of the other data available,
the minimal pressure effects observed in near-critical propane are surprising.

Values of Av” calculated from the SRK equation of state at experimental
conditions are shown in Table I. At low densities, the pressure-dependence of the
experimental rates in SCF propane at 100 °C and 120 °C differ in size and sign from
the predicted values. An activation volume of -480 cc/mole was determined for the
experimental data at 140 °C. This value was approximately constant over the range
of pressures investigated here and compares favorably with the predicted values.
The average predicted activation volume was -400 cc/mole at 140°C.

Table I. Estimated Activation Volumes Corresponding to the Measured Reaction
Rates of MA and DMB in SCF Propane.

100 C 140 C
Pressure AV Pressure AV
(Bars) (cc/mol) (Bars) (cc/mol)
46.0 -1500
46.8 -1300 90.6 -570
49.0 -840 96.5 -470
49.7 -780 990. -450
56.4 -540 106.1 -380
64.2 -400 119.8 -300
80.3 -260 140.8 =220
99.9 -190
139.3 -120

The estimated and experimental rate constants versus pressure are plotted in
Figure 3 for the reaction system at 100°C, using the highest density data point as the
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reference point. The predicted and experimental rate constant differ by a factor of
approximately two in the near-critical region.

The unusual density effects reported here are consistent with the measurement of
an observed rate constant. The deviation of the well-established pressure,
temperature, and solvent effects on Diels-Alder rate constants support this
speculation. The measurement of an apparent rate constant could result from an
appreciable difference in bulk and local concentration of one reactant in the vicinity
of the other reactant. Such local enhancements around a solute or probe molecule
have been postulated in ternary SCF solutions from thermodynamic, spectroscopic,
kinetic, and computational techniques (see, for example, (46)). These enhancements,
though not strictly a critical phenomena, are significant in near-critical solutions.
Analysis of rate information based on bulk composition, and not the enhanced local
composition, would overestimate the rate constant.

The degree of association of the reactants in the activated complex might also
contribute to the minimal effect of pressure on the reaction rates in near-critical
propane. Secondary m-interactions between non-bonding sites in the transition state
are postulated to enhance the partial transfer of charge from the diene to the electron-
deficient dienophile in some Diels-Alder reactions (47). With MA as the dienophile,
secondary m-interactions can occur between the non-bonding centers of the 2 and 2’
atoms and between the 5 and 3’ atoms, as shown below,

This electron transfer is analogous to that of charge-transfer complex formation,
which involves partial electron transfer from the highest occupied orbital of an
electron donor to the lowest unoccupied orbital of the electron-deficient molecule
(48,49). In many cases, Diels-Alder reactions are accompanied by a transient color,
which is characteristic of the formation of such complexes (50). Although charge-
transfer complex formation may or may not be on the reaction coordinate, it is
conceivable that the same interactions which affect the degree of charge-transfer
complexes would influence Diels-Alder reaction rates. This degree of association of
the reactants may be a function of solvation of the activated complex in the DMB
cosolvent/propane environment.

The addition of 2-10% TFE cosolvent at 100 °C caused a slight but measurable
rate increase, as shown in Figure 4. Every rate measured in the TFE cosolvent
system was higher, and the average increase was 20%. However, the uncertainty of
the data due to the sampling technique coupled with the fact that TFE changes the
critical point of the mixture precludes analysis of this rate augmentation based on
TFE composition.
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This slight cosolvent effect on the rate constant is in agreement with measured
solvent effects on Diels-Alder reactions. For the reaction of maleic anhydride and
isoprene the rate constant varies by only a factor of 13 in ten solvents of widely
varying dielectric constants (5/). The cosolvent choice of TFE attempted to take
advantage of rate-enhancing solvent effects attributed to  solvent
polarity/polarizability and hydroxylic solvents for the Diels-Alder reaction. The
significance of these contributions cannot be established from this experiment.
However, at these temperatures, solvent effects attributed to hydrogen bonding
interactions are less extensive than at room temperature.

Conclusions

Bimolecular rate constants were measured for the reaction of MA in reactive
cosolvent DMB/SCF propane mixtures at 100°C, 120°C and 140°C. At 140°C, rate
constants increased with increasing pressure. However, pressure had limited effect
on the rate constants measured at 100°C and 120°C at near-critical densities. This
minimal effect of pressure had not been observed previously in investigations of
Diels-Alder reactions in supercritical fluid CO, in which the reactants were at
approximately equal and dilute concentrations. Similarly, transition state theory
predicts a larger pressure-dependence of the reaction rate in these near-critical
solutions.

The addition of unreactive cosolvent (2 to 10 mole% TFE), produced a limited
rate increase in the relatively solvent-insensitive Diels-Alder reaction.

The overall solvent insensitivity of this reaction suggest that the observed
pressure effect on the reaction rate constants could result from measuring an apparent
rate constant. If local composition enhancements of DMB in the vicinity of MA
exist, Ypmp puk Would not be the appropriate value in calculating the bimolecular rate
constant from the apparent unimolecular rate constant measured in excess DMB.
Use of ypwmp pui in local composition-enhanced solutions would result in an apparent
rate constant which is greater than the true rate constant. Such local composition
enhancements of a cosolvent in the vicinity of a solute are associated with near-
critical ternary solutions.

Results of this investigation suggest that the local reactant composition, as well
as pressure, temperature, and cosolvent, can be used to manipulate the reaction rate
in the near critical region. In reactions with more pronounced solvent effects, the
reaction rate may also reflect the increased solvent strength of a composition-
enhanced environment.
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Chapter 12

Hydrothermal Oxidation of Organic
Compounds by Nitrate and Nitrite

P. DelPOrco', B. Foy?, E. Wilmanns?, L. Le?, J. Ely?, K. Patterson?,
and S. Buelow?

!Dynamic Experimentation Division and 2Chemical Science
and Technology Division, Los Alamos National Laboratory,
Los Alamos, NM 87545

Reactions of nitrite and nitrate with EDTA (ethylenediamine
tetraacetic acid) and acetic acid were studied in hydrothermal systems.
Reactions with EDTA were targeted at providing a treatment solution
for Hanford Tank Wastes; nitrate/nitrite/EDTA reactions were studied
in concentrations pertinent to the Hanford tank problem, to
systematically infer the effect of cumulative additions of tank waste
constituents on hydrothermal reaction chemistry. Reaction
intermediates and products are discussed, and simplified mechanisms
for organic oxidation via nitrate/nitrite are presented. Reaction
kinetics for organic destruction in Na,EDTA/NaNO;/NaNO,/NaOH
systems were developed using a small bench-scale reactor, and applied
to a small pilot-scale reactor. Acetic acid oxidation via sodium nitrate
was investigated to determine pressure effects of reactions in
supercritical water.

The hydrothermal processing of wastes to destroy organic components has long been
recognized as an effective method for converting organic constituents in waste
streams into carbon dioxide or into simple organic compounds which are amenable to
biological treatment (1,2). Subsets of hydrothermal waste treatment include both
supercritical water oxidation (SCWO) and wet air oxidation (WAQ). SCWO refers to
a regime of hydrothermal treatment where the waste stream is raised to temperature-
pressure (T-P) parameters above the critical values for water, 374°C and 221 bar.
WAO is defined by T-P parameters generally less than 325°C and 175 bar. In both
these processes, either pure oxygen or oxygen in air is used to oxidize the organic
matter in the waste stream.

Hydrothermal treatment is a more general term than either SCWO or WAO,
inclusive of T-P regimes utilized by both processes, while also referring more
generally to redox reactions caused by a variety of oxidants: air, oxygen, nitrate,
sulfate, and organics included. In addition, the term “hydrothermal” makes no

0097-6156/95/0608—0179$12.00/0
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reference to solution critical points, which can be significantly different for complex
waste streams than for pure water.

For several years, the focus of the hydrothermal processing program at Los
Alamos National Laboratory has been to investigate the redox behavior of nitrate and
nitrite salts in hydrothermal systems. This interest has arisen from studies involving
the destruction of organics in high explosive/propellant waste streams (3), and in
Hanford tank wastes (4), which in most cases have sufficient oxidant (in the form of
NO;/NO;’) to completely oxidize the organic component in the waste stream.

The work presented here focuses on organic destruction kinetics, using nitrate
and nitrite as oxidants, in matrices pertinent to the Hanford tank waste problem.
Underground storage tanks at Hanford contain mixed organic-oxidizer-radionuclide
wastes resulting from nuclear materials production since the 1940’s. The composition
of 3:1 diluted Hanford tank 101-SY was used as a baseline for these studies. Tank
101-SY has received notoriety as a “burping” tank at the Hanford reservation.
Burping episodes result in gaseous releases highly concentrated in both hydrogen and
nitrous oxide. These gases result from redox reactions between nitrate/nitrite and
organics present in the tank. The Tank Waste Remediation Systems Program
(TWRS) had set organic destruction as a pretreatment priority for tank 101-SY, and
other so-called complexant concentrate tanks, to alleviate the burping episodes and to
present a waste stream which could be further processed without interference from
organic complexants. Hydrothermal processing was initially selected as a primary
remediation technology to achieve organic destruction goals for tank safety issues;
organic destruction may also be necessary as a treatment to destroy complexants
which may interfere with downstream radionuclide separation by ion exchange.

Because of the complex nature of Hanford tank wastes as a whole, simulant
101-SY was studied in a sequential fashion; constituents were added cumulatively in
their molar concentration in the full 101-SY simulant, to assess the effects of
variations in feed concentrations on the kinetics of organic carbon destruction. The
major components of 3:1 diluted simulant 101:SY are shown in Table I. The first six
components were studied by cumulative addition, in the order shown. As observed in
this table, the molar concentrations studied for simple mixtures were nearly the same
as the molar concentrations in the full simulant. Although the project also involved
processing the full simulant, these results are provided elsewhere (5).

The processing of the reaction mixtures shown in Table I required the use of
pressures (~ 1 kbar) not normally encountered in SCWO or WAO processes; these
elevated pressures were required to ensure that simulant mixtures existed as one
phase solutions (i.e., no fluid-solid separation) throughout the reaction zone (7).
Because these pressures were well beyond conditions normally encountered in
hydrothermal treatment processes, the effect of pressure on acetic acid conversion
kinetics (a reaction by-product of ethylenediaminetetraacetic acid [EDTA]/nitrate
reactions) was also investigated.

Experimental
Two separate apparatuses were used to assess organic reaction kinetics. These will be

referred to as the bench-scale reactor (BSR) and small pilot-scale reactor (SPSR) in
the ensuing discussions. The BSR had a flow capacity of approximately 20 g/min,

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch012

August 10, 2012 | http://pubs.acs.org

12. DELL’ORCO ET AL.  Hydrothermal Oxidation by Nitrate & Nitrite 181

while the SPSR had a flow capacity near 200 g/min. The purpose of using both
reactors was to assess whether kinetic behavior observed on the BSR would scale
successfully to the SPSR.

Table L Approximate Molar Concentrations of Major Constituents in
3:1 Diluted Hanford Tank 101-SY Simulant (Adapted from Ref. 6).

Component Molar Concentration Concentration Used In
(mol/L soln.) This Work*
(mol/L soln.)

Total Organic Carbon (TOC, as 0572 0.60
Na4EDTA, Na4C lOH 1 2N203)

Sodium Nitrate (NaNO3) 0.690 0.70
Sodium Nitrite (NaNO3) 1.025 1.00
Sodium Hydroxide (NaOH) 0.773 0.80
Sodium Carbonate (NayCO3) 0.236 0.25
Sodium Aluminate (NaAlO,) 0.537 0.50
Sodium Chloride (NaCl) 0.100 0.10
Potassium Nitrate (KNO3) 0.038 0.04
Chromium Nitrate (Cr(NO3)3) 0.035 0.04
Sodium Phosphate (Na3PQy4) 0.030 0.03
Sodium Sulfate (Na;SO4) 0.019 0.02
Sodium Fluoride (NaF) 0.007 0.01

*Indicates concentrations used in kinetic studies. Concentrations are provided here at
ambient conditions. The balance of the composition is primarily water.

BSR Experimental. A schematic of the BSR, on which all data for kinetic models
were collected, is shown in Figure 1. The reactor consisted of 2.32 m of 2.1 mm ID
nickel alloy 625 tubing. An air-driven Haskell HSF-300 pump was used to introduce
feed solutions to the reactor. The reactor was immersed in a fluidized sandbath,
which served to rapidly heat the feed stream and keep the reaction mixtures
isothermal. Upon exiting the reactor, the process stream was rapidly quenched with a
tube-in-shell heat exchanger, using chilled water as the heat exchange fluid.
Approximately 45 m of 0.025 cm ID capillary tubing, preceding a 350-400 bar relief
valve (adjustable), was used as a back-pressure regulator. For safety purposes, the
entire apparatus was enclosed in a steel framed box with 1/2” Lexan enclosing the
frame. Check valves were placed after the feed pump to prevent backflow; relief
valves and manually controlled bleed valves were placed at the reactor entrance and
exit to avert unwanted pressure increases in the reactor.

The temperature profile of the reactions was determined using nine surface
thermocouples, appropriately placed at different distances on the reactor tube. These
were disproportionately placed in the first 30 cm and last 30 cm of the reactor tube, to
accurately record heat-up and cool-down regions. Typical temperature profiles,
shown in Figure 2, indicate that the heat-up zone for the reactor is about 22 cm long,
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while the remainder of the reactor prior to the heat exchanger quench was relatively
isothermal. For the purpose of these studies, an isothermal reactor section was
estimated to consist of 135 cm of reactor tubing, resulting in an effective volume of
7.39 cm®. This was the region of the reactor for which all thermocouples were within
10°C of the maximum temperature, which was used as the temperature of the
experiment in the kinetic analyses. Because temperature profiles exhibited nearly the
same heat-up and cool-down behavior regardless of the sandbath setpoint temperature
or mass flow rate, this volume was considered constant for all temperature profiles.
There is some uncertainty in the heat-up and cool-down regions of the reactor, which
contribute an estimated +10% error to the effective volume used in these studies.

The mean residence time of the fluid in the high-temperature portion of the
reactor was calculated from equation 1:

T=— M

where V is the reactor volume in cm?, p the fluid density in g/cm®, and m’ the mass
flow rate in g/s. For complex mixtures above the critical temperature of water, the
fluid density is generally not known. In the absence of this information, the density
of pure water, py was used. Recent density measurements indicate that the density
of concentrated NaNO3/NaOH solutions is more than 30-50% higher than py, so
Equation (1) underestimates T by that amount (7). The residence times included here
for concentrated salt mixtures should be viewed as effective values until more
extensive density determinations are available.

Gas sampling of the reactor effluent was accomplished by means of a simple
gas-liquid separator, depicted in Figure 3. An empty stainless-steel container with
volume of 150 mL was joined to a vacuum-tight manifold. A 0.159 cm OD tube fed
the effluent into this chamber, and gases evolved from the liquid filled the manifold.
The pressure of evolved gases was measured with a capacitance manometer
(Baratron) with a range of 1-1000 Torr. Air was removed down to 0.1 Torr by
means of a vacuum pump prior to the introduction of effluent. A background gas
sample was collected over deionized water to subtract nitrogen and oxygen dissolved
in the feed make-up water from concentrations obtained in experimental samples.

Liquid flow rates through the reactor were measured at the outlet with a
balance and stopwatch. Typical operation of the reactor began by heating from room
temperature while pumping water at the desired flow rate and pressure. The flow rate
was varied from 5-20 g/min to achieve various residence times in the reactor. Once at
the desired temperature and pressure, the feed to the pump was switched to the
reactant solution. After the feed solution had flowed for a minimum of ten reactor
volumes, sampling was begun. Aqueous samples were collected in quantities of four
40 mL glass vials with teflon-lined caps. The vials were filled to prevent
volatilization before analysis. For each temperature/pressure condition, three sets of
quadruplicate samples were taken. A gas sample was collected after the three sets of
liquid samples.
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Figure 2. Typical temperature profiles in the bench-scale reactor.
Temperatures were registered with K-type thermocouples attached to the
outside of the reactor tubing. The profiles were recorded with 3:1 dil.
simulant 101-SY pumped through the reactor at flow rates in the range 8-15
g/min. at 1.0 kbar. Note that the first ~10 cm of the tube is unheated.
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Figure 3. Schematic of Gas Sampling Apparatus for BSR
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SPSR Experimental. The SPSR consisted of 8.2 m of 0.478 cm ID nickel alloy 625
tubing, heated resistively with DC power supplies. Heating tapes regulated with
controllers and solid-state relays were wrapped on the last 4 m of the reactor tube, to
offset heat losses and keep the reactor tube relatively isothermal. Twenty-seven
thermocouples, uniformly spaced along the length of the reactor, monitored
temperature profiles. A pneumatically-actuated Hydropac piston pump, with a flow
capacity of 36 L/hr, introduced feed solutions to the reactor. In practice, the
maximum flow rate utilized was 8 L/hr. Gas/liquid samples were obtained using
remotely actuated solenoid switching valves, which could divert the cooled reactor
effluent to stainless steel sample cylinders. Effluent stream flow rates were measured
with a balance and a stopwatch.  All reactor operations were controlled remotely,
using a LabView program. Relief valves were placed at the reactor entrance and exit
to prevent reactor pressurization over design values. Because of the larger volume of
this reactor, no personnel were permitted in the reactor room during an experiment.
A more detailed description of this reactor has been provided elsewhere (8).

Analytical Methods. Gas products were analyzed by gas chromatography, using an
HP 5890A Series II. The GC was fitted with a Chrompack CarboPLOT column (30
m X 0.53 mm ID) with carbon molecular sieve adsorbent, helium carrier gas, and a
thermal conductivity detector. The detectable gases were N3, N2O, O,, H, CHy, CO,
CO,, CyHg, and CoH4. Water was removed by a cold trap on the GC manifold.
Although other gas products could have been produced, they would have been in
much smaller quantities, since carbon and nitrogen mass recoveries were generally
between 90% and 110%. Infrared absorption was attempted with a few selected gas
samples, and no other products were detected. In particular, no NO or NO3 was
detected. Ammonia was detected in amounts far less than in the liquid effluent,
consistent with its high solubility even at high pH. Gases were calibrated against
samples of pure components or analyzed mixtures obtained from Scott Specialty
Gases. Liquid samples were analyzed by ion chromatography (IC) for anions and
cations, inductively coupled plasma spectroscopy (ICP) for metals, total organic
carbon (TOC) and total inorganic carbon (TIC), and by a pH meter. The IC anion
analysis determined EDTA, acetate, formate, nitrite, nitrate, oxalate, and glycolate.
Cations measured were ammonia and methylamine.

Results and Discussion

Reactions of Simple Mixtures Relating to Simulant 101-SY. Conditions for this
series of experiments are outlined in Table II. Nitrate, nitrite, and hydroxide were
added cumulatively to the reaction mixture. Reactant and product concentration
profiles typical of simple mixtures are shown in Figure 4 for a
NasEDTA/NaNO3/NaNO,/NaOH (reaction mixture 4) experiment conducted at
440°C and 1.0 kbar. Concentrations of these reactants are the same as in the 3:1
diluted 101-SY simulant, as shown in Table I. Figure 4 shows that organic carbon is
largely oxidized in 20 seconds reaction time. EDTA was not detected in the effluent,
indicating that it decomposed rapidly (and possibly in the heat-up zone of the reactor)
to other organics. The TOC component was converted to inorganic carbon (TIC)
quantitatively: the carbon mass balances were in the range 90-110%. Nitrate and
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Figure 4. Reaction products for a mixture of Na4qEDTA, NaNO; NaNO3
and NaOH at 440°C and 1 kbar (14800 psi). Reactant concentrations are
shown at ambient conditions. Feed concentrations are shown in Table II.
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Figure S. TOC removal as a function of residence time in the oxidation
of EDTA at 440°C-450°C. The data for EDTA alone were taken at 668
bar; other data are for 1.0-1.1 kbar. Concentrations used were 0.6 M TOC
(as shown), 0.7 M sodium nitrate, 1 M sodium nitrite, and 0.7 M sodium
hydroxide. Concentrations are at ambient conditions.
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nitrite disappearance both occur with organic oxidation; considerably more nitrite is
reacted than nitrate. The principal nitrogen-containing products were nitrogen gas,
nitrite, and ammonia. Trace amounts of methylamine were detected, amounting to
less than 1% of the total nitrogen recovered. Hydrogen was also produced in
significant quantities. Hydrogen, ammonia, and methylamine are intermediate
products of the oxidation-reduction reaction. Other experiments have demonstrated
that these products are not present when reactions are carried out above 475°C at
residence times greater than 20 seconds. Another feature shown in Figure 4 is that the
TIC product is recovered in the effluent while the reactor is at experimental
temperature and pressure. If sodium carbonate/bicarbonate exceeded their solubility
at reaction temperature (465°C), they would have precipitated in the reactor and
lowered the TIC detected in the effluent. The amount that is precipitated on the
reactor walls is negligible. The pH in these experiments (mixtures 1-3) dropped
slightly, from a feed value of 10.7 to an effluent value of 9.6, indicating only slight
changes in the hydroxide concentration.

Table II. Reaction Mixtures Investigated. All mixtures are subsets of 3:1 diluted
Hanford 101-SY waste simulant, as shown in Table I. Concentrations provided are at
ambient conditions.

Reaction Mixture ---> 1 2 3 4
[Na,EDTA]p (mole/L)* 0.06 0.06 0.06 0.06
[NaNOs3Jp (mole/L) 0 0.7 0.7 0.7
[NaNO7Jp (mole/L) 0 0 1.0 1.0
[NaOH-Jp (mole/L) 0 0 0 0.7
avg. P(bar) 700 1035 1040 1030
pH(feed) 109 10.7 10.6 13.0
Temp range (°C) 298-450 350-467 350-465 350-440

* This addition of Na,EDTA corresponds to an ambient [TOC], = 0.6 mol/L.

Figure 5 shows the rate of removal of organic for four different reaction
mixtures, and demonstrates the effects of different components on the reaction. With
a mixture of EDTA and water alone (no added oxidizer), there is ~40% TOC
conversion in 30 seconds at 690 bar and 450°C. In this plot, TOC is displayed rather
than EDTA specifically because EDTA quickly reacts to form other organics
(including acetate, formate, methanol, ethanol, ethylene, methylamine, and others not
identified). The fact that EDTA reacts without any added oxidizer implies that
hydrolysis is a significant reaction pathway. The observed reaction products,
especially the predominant products of HCO;/CO;~ and formate, suggest that the
carboxylic acid moieties hydrolyzed directly to carbonate. When nitrate is added to
the EDTA, organic removal rates increase. When nitrite is added to the NaNO3 and
EDTA, nearly complete oxidation of the TOC occurs in 40 seconds reaction time at
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450°C. The addition of NaOH to the EDTA/NaNO3/NaNQ3 reaction mixture causes
the overall rate to decrease slightly. Each component shown in Figure S is present at
the level found in for 3:1 diluted simulant 101-SY: EDTA at 0.06 M (TOC at 0.6
M), nitrate at 0.7 M, nitrite at 1 M, and hydroxide at 0.7 M.

The temperature dependence on organic destruction for the four simple
mixtures is shown in the form of an Arrhenius plot in Figure 6. The effective first-
order rate constants (k) used in this plot were calculated from equation 2, which is
analytically derived from the equation of continuity for a reacting mixture, assuming
that isothermal, constant denstity, steady-state, and plug flow conditions apply.

Ay (1), [Focls

keﬁ(sec ) (‘L’)ln([TOC],) ¥))
In Figure 6, a kg value of 0.035 represents 50% organic conversion at a 30 second
residence time. It is apparent from this plot that the rate for TOC removal increases
when nitrate is added, increases further when nitrite is added to the nitrate, and then
decreases when hydroxide is added to the mixture. The "inhibition" by sodium
hydroxide decreases with increasing temperature; that is, at high temperatures the
rate is the same with or without base. The figure demonstrates that this rate is
strongly temperature-dependent, increasing from 0.004 sec-! at 350°C to 0.02 sec™! at
465°C. Although there is no reason a priori to expect Arrhenius temperature
dependence for this simplified kinetic analysis, Figure 6 shows that this behavior is
observed within the experimental scatter. In addition, a kinetic model obtained for
the full 3:1 diluted 101-SY simulant is shown in Figure 6. These data lie near the
data for the simple Na,EDTA/NaNO,/NaNQ3/NaOH reaction mixture, indicating that
the addition of the other components shown in Table I do not substantially affect
reaction kinetics.

Reaction Intermediate Production and Disappearance. As indicated in the
previous discussion, the hydrothermal conversion of EDTA in the presence of
nitrate/nitrite result in reaction products including H,, N3, N,0, and NH;. Due to the
presence of intermediate product side-reactions and competing oxidation/hydrolysis
pathways, an integrated rate expression of the form shown in equation 2 is not a
completely accurate description of this complex reactive system.

Figure 7 shows the consumption of nitrate and nitrite in all experiments as a
function of organic conversion. In the reaction of EDTA with nitrate, little nitrate is
consumed until about 40% of the organic has disappeared. As previously suggested,
the EDTA rapidly hydrolyzes before temperatures are high enough to support
oxidation by NO;. With both nitrate and nitrite in the presence of hydroxide,
however, the oxidizers (mainly nitrite) are consumed early in the reaction, suggesting
that nitrite oxidation competes with EDTA hydrolysis at lower temperatures. The
data shown in Figure 7 suggests that nitrite is a more powerful oxidizer for the EDTA
hydrolyzed fragments than nitrate. The nitrite consumption is roughly a factor of five
greater than the nitrate consumption.

A somewhat surprising result of these experiments was the formation of
significant levels of hydrogen in the effluent. Figure 8 shows the amounts of
hydrogen formed in the experiments using reaction mixtures 3 and 4. The initial
EDTA concentration was 0.06 M, if all of the hydrogen bound to EDTA was
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Figure 8. Hydrogen production in EDTA oxidation, with and without
hydroxide. The initial TOC concentration was about 600 mmole/L, so
points at the right side correspond to complete organic conversion.
Hydrogen production is higher with added hydroxide, indicating a possible
enhancement of EDTA hydrolysis with base. Concentrations are provided at
ambient conditions.
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reactions. Gas concentrations are plotted versus the amount of
nitrate/nitrite reacted, with both values given at ambient conditions. The
line is provided to show the general trend of the data.
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converted to H, the effluent concentration would be 0.36 M H,, since the molecular
formula of EDTA is C19H3N20g%. The figure shows that a substantial fraction of
the hydrogen, up to 0.15 M, was converted to Hy. It appears likely that there is an
additional source of hydrogen besides EDTA, and it must be water. If hydrolysis of
the organic occurs, hydrogen is "added" to the system and can explain the high yields
of H,. Hydrogen production increases with temperature and degree of organic
conversion, reaching a peak near 450°C. At higher temperatures and greater organic
conversion, less hydrogen was observed, and in the absence of NaOH, all of the
hydrogen produced is subsequently oxidized. The slower oxidation rate of organic
matter in the presence of hydroxide conceivably results in pyrolysis/hydrolysis
reaction rates eclipsing redox reaction rates, and resulting in higher H, production
levels observed for this mixture. The H, production trends provide further evidence
that hydrolysis is a significant reaction pathway for EDTA in hydrothermal systems.

The principal nitrogen products of nitrate/nitrite reduction are N and N7O.
Data from experiments using nitrate and nitrate/nitrite as the oxidizers are shown
together in Figure 9. There is a wide variability in the gas concentrations. The data
appear to cluster about a line in the plot with slope of about 0.2. Thus, for every five
moles of nitrate/nitrite reacted, one mole of N7 and one mole of N;O are formed.
Other studies on similar mixtures have shown that N,O can also be reduced at
elevated temperatures to form N, (9). Most of the remaining nitrogen forms
ammonia. Figure 10 shows effluent NH; concentrations as a function of the amount
of organic reacted. Ammonia is volatile in solution; although zero-headspace sample
vials minimized exposure to air, some volatilization loss could have occurred before
analysis. Ammonia can be formed either from EDTA-bound nitrogen or
hydrogenation of nitrate/nitrite, and it reacts with nitrate/nitrite to form N3 and N2O
(10). When viewed as a function organic conversion, it appears that NH; increases
with the amount of TOC oxidized. At elevated TOC conversions, NH; conversion
decreases, likely due to reaction with nitrate/nitrite. At the lower TOC conversions,
the data indicate a production rate of roughly 0.3 moles NH; per mole of NO;/NO;’
consumed, with possibly higher values in the presence of hydroxide.

Nitrogen/Organic Reaction Pathways for these Simple Mixtures. The results
presented here are in accord with previous nitrate reduction experiments. In studies
of the nitrate/methanol reaction (4), NO;, NH;, N, and N,O were observed as
reaction products. Similar reaction products have been observed with using acetic
acid as a reducing agent (11). The nitrogen chemistry appears to behave according to
the following scheme:

organics,

NO; decomposition N02— organic NH,,OH" L}Nz,Nzo 3)

This is only schematic; nitrate could be transformed to ammonia in a single step. The
reaction of ammonia with nitrate to form Ny has been discussed thoroughly elsewhere
(12). Organic nitrogen may form organic amines (i.e., methylamine, detected in trace
amounts) and ammonia, before conversion to N2. The carbon chemistry appears to be
as follows:

hydroly;ix ~ N
C.H,0,—2=% 5 CH,, H,,organics—"%—C0,,H,0—*— HCO;,CO,”  (4)
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The first step in the organic decomposition involves the breakdown of complex
organic compounds through pyrolysis or hydrolysis, and could result in a variety of
smaller organic fragments. These fragments might include alcohols, carboxylic acids,
and others. As temperature increases in the reaction mixtures, nitrite and nitrate
oxidation compete with hydrolysis pathways, to form oxygenated organic
intermediates and carbon dioxide, carbon dioxide is converted via proton transfer
reactions to carbonate/bicarbonate upon reaction quenching.

Kinetics of Simple Mixtures: Scaling to the SPSR. One important question
regarding the kinetics of bench-scale systems is their applicability to higher capacity,
differently dimensioned, non-isothermal reactors, which are more apt to be used
industrially. Several experiments were performed on the small pilot-scale reactor
(SPSR) to determine if the bench-scale reactor kinetics were observed using this
system. The SPSR had a flow throughput approximately 10 times greater than the
BSR, was not isothermal over its 8.23 meter length, and had an inner diameter 2.25
times greater than the BSR.

Comparison between the two reactors first required the development of a
kinetic model to apply to the SPSR. Because of the complexity of these “simple”
mixtures, rigorous mechanistic based modeling is not justifiable. However, it has
been found that several different approaches can be used to provide an empirical data
fit which is valid over the range of experimental conditions studied. One such
approach, as implied by Figure 6, is an estimation of Arrhenius rate constants using a
pseudo-first order (in TOC conversion) rate constant. This and other methods for
modeling these data sets are discussed elsewhere (9).

One approach that has given reasonable results is to lump the oxidants (NO3
and NO;’) as an NO, oxidant, and assume a reaction which is first order in both TOC
and NO,. The analytical form of this solved rate equation (d[TOCJ/dt = -
k[TOC][NO,]) is shown by equation 5:

1—exp(—kt[TOC], (6 - b))

_ 5
Xroc =1 g% exp(=k7[TOC], (8 - b)) ©)

In this equation, k is the Arrhenius rate constant in L/mol*s, 7T is the residence time in
seconds, © is the ratio of [NO, ] to [TOC] in the feed solution, and b is the
stoichiometric coefficient relating the conversion of TOC (Xtoc) to the conversion of
NO, (Xnox- ). Equation 4 can be used to fit experimental data by varying the
Arrhenius parameters A and E, and the stoichiometric coefficient for NO,, b, so that
the normal y variable is minimized. To optimize the model for both TOC and NOy
conversions, the sum of xz variables for TOC and NO,’ data sets are minimized. The
x* variable is defined by equation 6.

2
Xiod — X
2 [ model expt
= Lo WS 6
x iﬂzu‘,‘N N-K-1 ©

In equation 6, N is the number of experiments and K is the number of variables
optimized, 3. The % statistic shown in equation 6 is unitless. Performing this
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analysis on the Na,EDTA/NaNQ3;/NaNQO,/NaOH data set (all BSR data) results in a
rate equation shown by equation 7, which produced x? values of 0.0044 and 0.0006
for NO," and TOC conversion data, respectively.

_ATOC) _ g 6 ANOT _ 51100 & exp[—154'0""' ][TOC][NO;] ™
dt dt mol* s

Using this model, temperature profiles from several SPSR experiments were
used to predict TOC and NO,™ conversions. Due to the non-isothermal nature of the
SPSR, the reactor was modeled as twenty-seven isothermal (one segment per linear
foot), plug-flow reactors in series. Average temperatures over each foot of the reactor
were used as the reaction temperatures in the plug-flow reactor sections. Figure 11
shows experimentally measured TOC conversions as a function of model-predicted
conversions for both reactors. The figure demonstrates that the model developed on
the bench-scale reactor accurately predicts TOC conversions for a tenfold increase in
reactor scale. In addition, the model developed using the Na,EDTA/NaNO;
/NaNQ,/NaOH mixture represented mixtures with cumulative additions of Na,CO;
and NaAlQ,, in the concentrations shown in Table I. Simulant TOC conversions were
also predicted reasonably well using this simple mixture model. Although not shown
here, NO,  conversion trends show good agreement between model and experiment.
The ability to correlate bench-scale results with those of a non-isothermal reactor with
different flow velocities and different tubing dimensions demonstrates the predictive
value of this simple kinetic model. In addition, cumulative additions of other
simulant components did not appear to change reaction kinetics in the SPSR,
indicating that the simple mixture would suffice for determining kinetic parameters
for the purpose of treating 3:1 diluted simulant 101-SY.

Pressure Effect on Organic/Nitrate Reactions. Because these experiments have
been performed at pressures not commonly encountered in the hydrothermal
processing literature, some simple studies were performed to compare the effect of
pressure on NO, /organic reactions. For these studies, a simple reaction mixture of
NaNOQ;/CH3;COOH was studied in dilute concentrations (< 0.01 M). These
concentrations provided conditions where NaNO; has been demonstrated to be
soluble (12). Figure 12 shows preliminary results from these experiments. As
observed in the figure, there appears to be little or no pressure effect on this reaction
in the 400 to 1000 bar range, the reaction is observed to increase in rate at a pressure
of 282 bar. The fact that the lower pressure leads to increased reaction rates indicates
a possible mass transfer rate limitation, caused by decreased molecular diffusion
coefficients, at the higher pressures. Another possible explanation is that the volume
of activation for the reaction changes dramatically between 282 and 427 bar, but
remains relatively constant from 427 bar to 999 bar, where conversions are nearly
indistinguishable.

In addition, a comparison is shown in Figure 12 between nitrate oxidation of
acetic acid and hydrogen peroxide oxidation, adopted from the first order acetic acid
model suggested by Lee (14). The Lee model was developed at temperatures from
415°C to 525°C at pressures up to 315 bar. As shown in the figure, nitrate appears to
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Figure 10. Ammonia formation in the oxidation of EDTA. Experimental
conditions provided in Table II. Concentrations are at ambient conditions.
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Figure 12. Pressure Effects on Acetic Acid/NaNO; Reaction Mixtures.
The temperature for these experiments was 450+1°C; feed concentrations
were 5012 and 100£5 mM for NaNO; and TOC, respectively (~ 1 mol
NaNOs/1 mol CH3COOH). The line shows the model predicted conversion
for acetic acid conversion using H,O, as an oxidant (14). Error bars are
95% confidence intervals.

oxidize acetic acid at a more rapid rate than hydrogen peroxide; although the rate
predicted by the H,0, oxidation model is for acetic acid disappearance (as opposed to
TOC), it was found in both studies that greater than 95% of the organic carbon
recovered was in the form of acetic acid.

Conclusions

This research illustrates reaction pathways for organic oxidation using nitrate and
nitrite in simple mixtures. Results indicate that nitrite/nitrate are efficient oxidizers
for EDTA in mixtures relevant to the Hanford Tank Waste problem. Reaction by-
products are generally benign, including N, and N,O gases and HCO;/CO5~. Some
undesirable reaction intermediates are produced at low temperature, short residence
time conditions (CH;NH,, H,, NH;), but are reacted to benign products at higher
temperature, longer residence time conditions. Nitrite was shown to be a more
efficient oxidizer for EDTA and EDTA hydrolysis products than nitrate; the presence
of added sodium hydroxide was shown to impede the oxidation rate of both
constituents. Hydrolysis/pyrolysis reaction paths were shown to be major conversion
mechanisms for the EDTA; these reactions resulted in the formation of reduced
products, such as H, and CH,. Results obtained on the bench-scale reactor for the
Na,EDTA/NaNO;/NaNO,/NaOH mixture were modeled using a simple 2nd order
rate expression, which accurately predicted conversions obtained on a non-
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isothermal, small pilot-scale reactor. It was also demonstrated that reaction kinetics
observed for this simple mixture were essentially the same as observed for more
complex mixtures up to the full 3:1 diluted tank waste simulant. Finally, pressure
effects of a simple reaction mixture, NaNO3;/CH;COOH were investigated.
Preliminary results indicate no substantial pressure effect on the reactions above 400
bar.  Thus, the sensitivity of reaction kinetics to pressure fluctuations in nitrate
oxidation systems is expected to be small in the 400 bar to 1.1 kbar range.
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Chapter 13

Methylene Chloride Oxidation and Hydrolysis
in Supercritical Water
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Hydrolysis and oxidation of methylene chloride (CH2Cl2) in
supercritical water were carried out in a tubular plug flow reactor over
the range of 450 - 600°C, 4 - 9 seconds reactor residence time, and
sub- to superstoichiometric O2/CH;Cl; feed ratios, all at a pressure of
246 bar. Major products of both hydrolysis and oxidation were carbon
monoxide (CO), carbon dioxide (CO3), formaldehyde (HCHO),
methanol (CH30H), hydrochloric acid (HCl), and molecular hydrogen
(Hp), with small amounts of methane (CH4) above 562°C. Trace
quantities of one and two carbon chlorinated hydrocarbons were also
detected. CH2Cl; conversions ranged from 26+£9% to 99.940.1% over
the conditions explored. Conversion under hydrolysis conditions was
very close to that under oxidation conditions. The primary effect of
O2 was only to change the product distribution to more CO and CO2
and less HCHO, CH30H, and Hj relative to that observed under
hydrolysis. Significant corrosion of the Hastelloy C-276 preheater
tubing was observed, most likely caused by the presence of aggressive
CI- ions. The experimental evidence suggests a reaction network for
CH2Cl> oxidation that involves reaction with water as a first step to
produce primarily HCl and HCHO (and CH3OH at higher
temperatures), which are then in turn further oxidized to CO and CO».

Supercritical water oxidation (SCWO) is a promising technology proposed for the
destruction of hazardous organic wastes. Above its critical point (374°C, 221 bar),
water exhibits properties similar to those of a nonpolar rather than polar solvent,
primarily due to the effect of decreases in hydrogen bonding and density that occur

3Current address: U.S. Military Academy, West Point, NY 10996
0097-6156/95/0608—0197$12.00/0
© 1995 American Chemical Society
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near and above the critical point (1). The result is that nonpolar organic compounds
and oxygen exhibit complete miscibility in supercritical water, while many polar
inorganic salts are virtually insoluble. In the single homogeneous phase formed,
oxidation of organic compounds with oxygen is generally rapid and complete to CO2
and H7O. Organic heteroatoms such as halogens, sulfur, or phosphorus are converted
to their corresponding mineral acids, while nitrogen is converted primarily to N with
small amounts of N2O. A more detailed description of the SCWO process can be
found in the reviews by Modell (1), Thomason et al. (2), and Tester et al. (3).

The high stability and toxicity characteristic of many chlorinated organic
compounds has led to much recent interest in developing effective means for both
their disposal and the cleanup of natural waters and soils contaminated with these
compounds. Although landfill and incineration have been used in the past, landfill
regulations are becoming increasingly more stringent and incineration can result in
equally toxic byproducts such as dioxins (4). SCWO, however, has been shown to be
effective at destroying chemically stable compounds such as polychlorinated
aromatics and other lower molecular weight compounds, with greater than 99.99%
destruction achieved at temperatures of 550-650°C and a residence time of 1 minute
or less. (3, 2, 5). Examples of compounds successfully destroyed under these
conditions include polychlorinated biphenyls (PCBs), pesticides, chlorinated dioxins,
chlorobenzenes, trichloroethylene, and chlorinated methanes.

Although destruction efficiency studies are useful, they typically give little or no
quantitative information about the rate of organic destruction or any mechanistic
information. Kinetic studies under well defined conditions of temperature, pressure,
and composition provide data and correlations useful for the design and optimization
of effective commercial-scale SCWO processes. Thus far, however, kinetic studies
on the oxidation of chlorinated organic compounds in supercritical water have
focused mainly on chlorinated aromatics. Examples include p-chlorophenol, in a
flow reactor at 310-400°C and 5-60 s residence times (6); 1,4-dichlorobenzene, with a
V205 catalyst in a batch reactor at 343-412°C and up to 60 min. residence times (7) ;
2,4-dichlorophenol, using both O7 and H0> as oxidants (8); and 2-chlorophenol in a
plug flow reactor at 300-420°C and 4-70 s residence times (9) .

The present paper provides results of recent experimental determinations of
conversion, product spectrum and yields, and global reaction pathways for hydrolysis
and oxidation of methylene chloride (CH2Cl») in supercritical water. Because of its
nonflammable nature, low boiling point, and excellent solvent power for nonpolar
compounds, methylene chloride has been widely used commercially in the past, such
as in metal cleaning and degreasing, liquid extraction, manufacture of paint strippers
and adhesives, as a foaming or aerosol agent, and as a process solvent in the
manufacture of pharmaceuticals and fine organic chemicals (10). Today its use is
becoming increasingly restricted because of concern over its health and
environmental effects. Nevertheless, CH2Cly remains an excellent choice for study as
a representative chlorinated waste. Further, its chemical structure contains only one
chlorine functionality - two indistinguishable C-Cl bonds. Thus CH2Cl3 is also a
good model compound for study of the chemistry of the C-Cl bond in supercritical
water.

We are unaware of any prior kinetic studies of methylene chloride in supercritical
water. While MODAR, Inc. (2) and Sandia National Laboratories (/1) have
experimentally studied SCWO of a number of chemicals including CHCly, their
focus was on obtaining high destruction and removal efficiencies, not kinetic data.
There have been studies, however, of both catalytic combustion and of hydrolysis of
CH>Cl3 in high temperature (but subcritical) water. Catalytic combustion of CH2Clp
in air has been performed by a number of researchers using a variety of catalysts (12-
15). Each study determined conversions and resulting product distributions as
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affected by the specific catalyst used. In a classic study more pertinent to the work in
this paper, Fells and Moelwyn-Hughes (16) investigated the kinetics of CHCl2
hydrolysis in water under acidic and alkaline conditions for temperatures from 80 to
150°C. They found that reaction of CH2Cly with water under acidic conditions
followed first order kinetics in CH2Cl, and resulted in the formation of formaldehyde
and hydrochloric acid. Under alkaline conditions, CH2Cl was found to react not
only with water but also with hydroxide ion, which in turn resulted in a number of
additional reactions. The reaction of CHCly with OH- was found to be first order in
each reactant and second order overall. In similar studies, Chuang and Bozzelli (17)
have investigated the vapor phase hydrolysis of chloroform at 611 to 1050°C and 1
atm; Gaisinovich and Ketov (18) investigated hydrolysis of carbon tetrachloride at
350-550°C; and Jeffers et al. (19) have examined hydrolysis of a number of
chlorinated methanes, ethanes, ethenes, and propanes over the range of 0-180°C and
pH values of 3-14.

Earlier MIT work on SCWO of CH;Cl was reported by Meyer (20). Because of
various experimental difficulties encountered, this early study led to significant
improvements in sampling techniques and analytical capabilities. These
developments have in turn led to an enhanced overall understanding of the reaction of
CHCl; in supercritical water, as presented in this current paper.

Experimental and Analytical Methods

The experimental system used in this study is shown in Figure 1 and is described in
greater detail by Meyer (20). A brief summary of experimental procedures used for
CH,Cl; experiments follows. A dilute feed solution of oxygen dissolved in ambient
temperature water was prepared by mixing O gas under a fixed pressure with
deionized water in a 3 L, high pressure saturator until equilibrium was achieved.
Mixing was accomplished by pumped recirculation of the saturator liquid. The
methylene chloride feed solution was prepared in a fume hood by adding pure
CH2Cl; by syringe to a 2 L volumetric flask of deionized water. Following vigorous
mixing to solubilize the CH2Cl; (the amount added was always an order of magnitude
below its solubility limit in water at STP), the resulting single phase, dilute solution
was then loaded into a reservoir similar to that containing the oxygen feed (denoted as
the organic saturator in Figure 1) and pressurized with 10 psi of helium. The organic
and oxygen feed solutions were pumped separately up to approximately 246 bar
through a high pressure feed pump. For hydrolysis experiments, pure deionized water
was pumped in place of the oxygen solution. The only physical change to the system
compared to previous studies was the installation of a low pressure valve on the
organic feed line just before the feed pump to sample the aqueous CH2Cly feed as
close to the reactor as possible for accurate determination of CH2Cl2 feed
concentrations. All pressurized components of the reactor system at ambient
temperature were contained behind 1 - 1.3 cm thick Lexan shields.

The preheater fluidized sandbath was not turned on for these experiments to help
minimize the time spent by the CH,Cly at high temperature before entering the
reactor. Thus both feeds entered the main reactor fluidized sandbath at ambient
temperature and passed through separate lengths of Hastelloy C-276 preheater coils of
approximately 3 m length and 0.159 cm O.D. x 0.108 cm LD., where they were
heated to reaction temperature. The preheated feeds were then combined in a
Hastelloy C-276 mixing tee at the reactor inlet. The reactor consisted of 4.71 m of
coiled Inconel 625 tubing of dimensions 0.635 cm O.D. x 0.171 cm LD. The
operating conditions were always chosen to ensure isothermal, plug flow behavior in
the reactor (the measured temperature difference between reactor inlet and exit was
usually < 3°C and never > 6°C). Both sandbaths were contained within a fume hood.
After exiting the reactor, the effluent passed through a countercurrent shell and tube
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Figure 1. Schematic of experimental plug flow reactor system.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch013

August 10, 2012 | http://pubs.acs.org

13. MARRONEETAL.  CH,Cl, Oxidation and Hydrolysis 201

heat exchanger followed by a back pressure regulator valve to reduce temperature and
pressure to ambient conditions. The resulting two-phase effluent then passed through
a gas-liquid separator column. Liquid and gaseous effluent flows were each
measured and sampled for product analysis. The gaseous effluent was ultimately
vented to a fume hood. At the end of every experiment, each saturator was vented
directly to the fume hood separately and slowly, so as not to mix any O and CH2Cl
vapor.

Gaseous effluent compositions were determined primarily by gas
chromatography (GC). A Hewlett Packard 5890 Series II GC with a thermal
conductivity detector (TCD) and helium carrier gas was used to detect, identify, and
quantify Oz, N2, CO, CO;, CHy4, CoHg, CoHy4, and C2Hy. Two packed columns,
80/100 mesh Porapak T and 60/80 mesh molecular sieve 5A, were used together to
provide reliable and clean separations of components. The columns were connected
in series through an air actuated switching valve that allowed reversal of column
order. A Perkin Elmer Sigma 1B GC also with a TCD detector but nitrogen carrier
gas was used to detect and quantify Hy and He. Chlorinated hydrocarbons in the
vapor phase, including CH2Cly, were analyzed using a second Hewlett Packard GC
with an electron capture detector (ECD) and a DB-624 capillary column from J&W
Scientific Inc. The carrier gas was helium, with nitrogen used as makeup gas to the
detector. The presence of any formaldehyde (HCHO), methanol (CH30OH), or
chlorine gas (Clp) in the vapor phase was checked by allowing the gaseous effluent to
flow through a glass impinger into a vial of water of known volume for a fixed period
of time. The water solution was then analyzed for HCHO and CH30H as detailed
below. Cly was analyzed for by using the o-toluidine colorimetric test.

A variety of analytical techniques were employed for analysis of liquid phase
products. Methylene chloride concentrations in feed and effluent samples were
determined by GC using either an electrolytic conductivity (Hall) detector (ELCD) in
a Tracor 585 GC or by a flame ionization detector (FID) in one of the Hewlett
Packard GCs (both HP GCs were also equipped with FID detectors). A DB-624
capillary column with helium carrier gas was used in the Tracor GC, while a DB-1
capillary column (also from J&W Scientific) and helium carrier gas with nitrogen
makeup was used in the Hewlett Packard GC. Methanol was also analyzed by FID
detection in the other Hewlett Packard GC using an SPB-1 capillary column (Supelco,
Inc.) with helium carrier gas and nitrogen makeup. A colorimetric test known as the
chromotropic acid method (21-23) was used to detect formaldehyde. Addition of a
1% solution of chromotropic acid in concentrated sulfuric acid to aqueous
formaldehyde, in the presence of excess sulfuric acid, gives a violet color. The
intensity of color is proportional to the original formaldehyde concentration, which
can be quantified by a calibrated spectrophotometer. A Shimadzu UV160U
spectrophotometer was used for this purpose at a wavelength of 580 nm. HCI
concentrations were determined with a chloride specific ion electrode (Orion
Research, Inc.). No ions that would be expected to interfere with the electrode’s
operation were present in effluent samples. All GCs and other analytical equipment
were calibrated regularly using appropriate gaseous or liquid solution standards.

Experiments Performed

A total of 66 experiments were performed in this study, with 23 being under
hydrolysis (no added oxygen) conditions. The experiments were all carried out at a
fixed pressure of 246 bar, and can be divided into two categories: temperature
variation runs, and reactor residence time and concentration variation runs. For the
temperature variation runs, experiments were conducted over a temperature range of
450 - 600°C (each one isothermal) at a fixed reactor residence time of 6.0 s and fixed

CH1Cl; feed concentration between 0.7 - 1.0x10-3 mol/L (under reaction conditions)

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



INNOVATIONS IN SUPERCRITICAL FLUIDS

O[Z[DTHDI/P[CO] = onel p3d 5 “UONBNUAOU0D T[DTHD) 19Ul AFRIFAY  SUONBIUIUOD ZQ) 19[UT dFRIAAY ¢

6-v dUPWIoIYdI0ISqNS Lo 80 9¢°0 9 S
8°9'y omaworydoisiadns 14 vT0 960 € 14
89y opwornydoisiadns 9T 080 80°C € €
6-v JmIWOodI0IS (4 60 860 9 [4
6-v JLIWOYDI0IS £l 80 801 9 1
(-09s) pouuedg auty | suontpuo) posg | oomed paRd | (10w ¢-01) (10w ¢-01) | dnoaoy ur suny # dnoip
35USPISIY 101987y Q°[T1DtHDI «°[€0] ewowuadxg

(xeq 9p7 ‘D,0SS 1€ [[8) SHUMIIAAXF UONBLIEA UONEIJUIIUC)) PUB W], IDUIPISIY J0JOBIY I0J SUORIPUO) ‘I IqBL

202

€T0UO"8090-G66T-X0/TZ0T 0T :10p | G66T ‘G AN 9@ U0l jand

B10'sIe'sqndy/:dny | gtz ‘0T sNBny

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch013

August 10, 2012 | http://pubs.acs.org

13. MARRONEETAL.  CH,Cl, Oxidation and Hydrolysis 203

for both hydrolysis and oxidation. Calculated feed ratios (O2/CH2Cly) for oxidation
runs were just above stoichiometric (based on complete oxidation of CH2Cly to CO2),
ranging from 1.1 to 1.5. Feed ratios for hydrolysis runs were two orders of magnitude
less at values of 0.02 - 0.04, which unfortunately were not zero due to residual O in
the deionized water used in our experiments. To measure the amount of CH2Cl2
breakdown in the organic feed preheater coil, two hydrolysis runs, at 450°C and
575°C, were performed with the reactor replaced by a 0.4 m length of stainless steel
tubing. All other run operating conditions were kept the same as that for the
corresponding run with the reactor in place.

Five groups of reactor residence time and concentration variation runs, shown in
Table I, were performed under oxidation conditions only. Reactor residence times
ranged from 4.0 to 9.0 s at a fixed temperature of 550°C. Reactant concentrations
were varied both proportionally (to maintain a constant feed ratio) and independently
in these runs to explore effects of relative and absolute amounts of each reactant on
the reaction rate. Conditions for these runs ranged from sub- to superstoichiometric,
with O3 concentrations ranging from 0.5-2.1x10-3 mol/L and CH2Cl; concentrations

ranging from 0.24-0.9x10-3 mol/L under reaction conditions.
Kinetics Results

Effects of Temperature Variation. From 450 to 600°C, CH,Cl conversions varied
between 2619% and 91+1% under hydrolysis conditions, and between 30+9% and
99.940.1% (complete conversion) under oxidation conditions (see Figure 2).
Complete conversion for oxidation occurred by 563°C. Noteworthy is the
observation that hydrolysis and oxidation conversions are the same to within
experimental error, except at a few of the high temperatures. This behavior is unusual
compared to that observed for most other model compounds studied such as Hp, CO,
CH3OH, and CH3COOH, where the presence of oxygen resulted in much greater
conversions than that observed in its absence (24-30, 8).

This close agreement of hydrolysis and oxidation conversions suggests that
oxygen does not play a significant role in the initial breakdown of methylene chloride
in supercritical water. Thus the global kinetics for CHyCly destruction should be zero
order in Oy concentration. This lack of oxygen dependence is consistent with
behavior frequently observed for the oxidation of other model compounds in
supercritical water, although for different reasons. In those cases, O does not
participate directly in any rate limiting steps of the elementary reaction network, even
though it must be present for the reaction to occur. In the case of CH2Clp, however, a
zero order Oy dependence apparently results because O3 is not needed at all for the
initial breakdown of CH,Cl, to HCI.

Effects of Residence Time and Feed Concentration Variation. Over the complete
range of reactor residence times, reactant concentrations, and feed ratios studied,
conversions ranged from a minimum of 55£5% to a maximum of 97+2%. Note that
experimental run groups 1, 3, and 5 (Table I) together correspond to runs where the
methylene chloride feed concentration was held constant while oxygen feed
concentration was varied from sub- to superstoichiometric conditions. Figure 3
shows a plot of conversion versus reactor residence time for these groups of runs.
Also included for comparison is one hydrolysis data point at 6 seconds reactor
residence time and 550°C, which had the same CH,Cl; feed concentration as the
other points and can be considered the limiting case of substoichiometric conditions.
As one might expect, conversion increases with increasing reactor residence time in
all cases. Most data points for the same reactor residence time fall well within
experimental error of each other, indicating again that conversion is essentially the
same regardless of the relative amount of O initially present.
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Experimental run groups 2, 4, and 5 correspond to runs where the oxygen feed
concentration was held constant while methylene chloride feed concentration was
varied from sub- to superstoichiometric conditions. Figure 4 shows a graph of
conversion versus reactor residence time for these run groups. In contrast to Figure 3,
there appears to be a greater difference between the superstoichiometric and
stoichiometric data points, which practically overlap each other, and the
substoichiometric data points, which all exhibit consistently lower conversions.
Comparison to Figure 3 also shows that the superstoichiometric and stoichiometric
conversion values achieved by lowering the CH2Cl; feed concentration (Figure 4
runs; are higher than those achieved by raising the Oz feed concentration (Figure 3
runs).

Figure 5 is a plot of data from experimental run groups 1 and 2. Both groups
were at stoichiometric conditions but reflect different CH2Cla and O concentrations.
As in Figure 4, this plot shows consistently higher conversion values at the same
reactor residence times for the runs with lower Oz and CH2Cl; feed concentrations.
Since Figure 3 and the temperature variation runs (Figure 2) show that changing the
O3 concentration has little effect on conversion, however, the results in Figures 4 and
5 must be due in large part to the magnitude of the CH2Cl; feed concentration. Thus
it appears that lower CH2Clj feed concentrations result in a higher overall conversion.

Extent of Reaction in the Organic Feed Preheater Coil. If significant breakdown
of CH2Clj can occur without the need for O2, then it is possible that breakdown of
the CH2Cl feed may have actually begun before it entered the reactor, i.e. while in
the preheater coil. There are two sources of experimental evidence that suggest that
this is in fact the case. First, significant corrosion was observed in the organic feed
preheater tubing presumably from the presence of HCI, one of the products of
CH,Cl, breakdown (see section on corrosion). Second, results from the two
hydrolysis runs with the reactor removed show the same conversion within
experimental error without the reactor as with the reactor present. The conversions
without the reactor for 450°C and 575°C were 36£10% and 8212% respectively,
while the corresponding hydrolysis conversion with the reactor in place for the same
two temperatures was 41113% (average of four separate 450°C runs) and 85£4%.
Although only two experiments with the reactor removed were performed, the results
do imply that most CH2Cly breakdown does occur in the preheater coil.

The residence time in the preheater coil depends on the density, which changes
considerably as the feed heats from ambient temperature up to 450-600°C. Preheater
coil residence times are estimated to range from about 9 to 20 seconds depending on
the flow rate and sandbath temperature, which indicates that there was considerably
more time for reaction than just the six seconds provided by the isothermal reactor
itself. The fact that the temperature variation runs did not all have the same total
residence time may account for both some of the scatter and shape of the complete
conversion - temperature history observed in Figure 2. For example, a longer time in
the preheater coil at temperatures below 500°C and/or a shift to a mechanism more
ionic rather than free radical in nature may explain why conversion appears to plateau
rather than continue to decrease with decreasing temperature. In any event, a reliable
kinetics analysis must take into account not only the isothermal, fixed residence time
reactor but also the nonisothermal, variable residence time preheater coil. This
determination of the time - temperature history of the organic feed in the preheater
under all run conditions and its subsequent use in determining kinetic parameters for
the breakdown of CH2Cl; in the complete reactor system is currently under study.

Product Spectrum and Distribution

The following major products were conclusively detected in both hydrolysis and
oxidation of CH2Cly in supercritical water: CO, CO2, HCHO, CH30H, Hp, and HCL.
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CHy4 was also detected, but only under the following conditions: 562°C and above at
6 seconds reactor residence time, and from 7 to 9 seconds reactor residence time at
550°C. Only small amounts of CH4 were detected, however (< 1.5% of total mass fed
on a carbon basis in each case). In addition to these products, there were trace
amounts of the following chlorinated hydrocarbons detected in the vapor phase:
chloromethane (CH3Cl), chloroform (CHCI3), 1,1-dichloroethylene (C2H2Clp), cis-
1,2-dichloroethylene, trans-1,2-dichloroethylene, and trichloroethylene (C2HCI3). Of
the total mass balance (carbon basis), CH3Cl accounted for < 3%, CoHCl3 accounted
for < 0.7%, and the remaining chlorinated hydrocarbons accounted for < 0.1%
together. Atomic absorption tests on liquid effluent samples indicated ppni levels of
soluble nickel ions (presumably from corrosion of Hastelloy C-276 preheater tubing).
Equilibrium calculations indicated that the formation of NiCly soluble complexes was
unlikely at the concentrations of soluble nickel observed in effluent samples. No
presence of Cly, CoHg, CoHy, or CoHo was detected. There was = 87% closure on
carbon and on chlorine mass balances for all runs, with all but 3 out of the 66 total
runs having = 90% closure.

Although the same types of products were observed under both hydrolysis and
oxidation conditions, the relative amounts of each product was affected by the
presence of O, and by temperature. Figure 6 illustrates the relative amounts of
carbon-based products formed at the two experimental temperature extremes for
hydrolysis and oxidation at a 6 second reactor residence time. The percentages of
each product shown represent the fraction of total carbon in the CH2Cly feed
recovered in that product. Thus the percentages of all products shown add up to the
total carbon balance for that run. A similar illustration for chlorine-based species
would consistently show HCI as the only major product, and is therefore not included.
At 450°C, the dominant product is formaldehyde for both hydrolysis and oxidation.
At 600°C under hydrolysis conditions, the product spectrum is more diverse. The
dominant product now is CO, followed by significant amounts of CO2 and CH30H,
but much less HCHO. At 600°C under oxidation conditions, where complete
conversion was achieved, practically all of the carbon is in the form of CO2. Thus
550°C, at which all of the subsequent residence time and concentration variation runs
were conducted, was selected to illustrate the high temperature oxidation spectrum.
At this temperature, the dominant product is CO, with a significant amount of CO2
but little HCHO and hardly any CH30H. As one can see, the percentage of gaseous
products and the variety of total products increases with increasing temperature.

The graphs in Figures 7 and 8 show how major product distributions vary over
the complete temperature range explored in these experiments for hydrolysis and
oxidation, respectively. All graphs plot molar yield of product versus temperature.
As used here, molar yield is defined as the moles of product formed divided by the
moles of CH,Cl, feed that reacted. Thus the total molar yield for the carbon
products at any given temperature should sum to 1, while the molar yield for
chlorinated products should sum to 2. CO, CO3, and HCHO are shown in Figures 7a
and 8a, while Hy, CH30H, and HCI are shown in Figures 7b and 8b. These figures
show that the molar yield or relative amount formed of HCHO always decreases with
increasing temperature under hydrolysis and oxidation. The molar yield of all other
products (except HCI) increases with increasing temperature under hydrolysis. Under
oxidation, however, CO3 is the only product that continually increases with
increasing temperature. As the major chlorinated product, HCI remains near 2 under
both hydrolysis and oxidation.

A comparison of Figures 7a and 8a shows that the amount of HCHO present
under oxidation conditions is always less than that under hydrolysis conditions at any
given temperature. The amount of CO (up to 550°C) and CO2 under oxidation
conditions, however, is always more than that under hydrolysis conditions. CO
exhibits a maximum concentration under oxidation conditions at 550°C, above which
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its molar yield decreases essentially to zero by 600°C. Comparing Figures 7b and 8b
shows that the amount of Hy and CH30H increases with temperature under
hydrolysis conditions, but remains close to or at zero for all temperatures under
oxidation conditions. The fact that very little CH30H remains under oxidation
conditions compared to hydrolysis conditions is consistent with an earlier study in
CH30H oxidation (26, 30), which found less than 3% conversion under hydrolysis
conditions but more than 98% conversion under oxidation conditions by 550°C at
reactor residence times longer than 6 seconds. Similar trends of no significant
hydrolysis conversion but > 98% oxidation conversion were also observed for Hp at
600°C and 5 s reactor residence times in another earlier study (24) . In summary, the
presence of Oy increases the amount of CO and CO; formed while reducing the yield
of HCHO and also suppressing the buildup of CH30H and Hj.

One further point to note from Figure 7b is that under hydrolysis conditions
above about 560°C, the number of hydrogen atoms in HCI and Ha per mole of
CHCl; converted sums to about 3. This clearly exceeds the number of H atoms that
can be generated from CH2Cl; and is strongly indicative of direct chemical reaction
of HoO with CHCla.

The concentration of trace chlorinated hydrocarbons in the vapor phase increased
with increasing temperature under hydrolysis conditions. Higher amounts were
observed under oxidation conditions up to a maximum at 550°C, above which
concentrations quickly dropped to < 0.2% of the total mass fed on a carbon basis by
600°C. Highest concentrations were noted at 550°C for the runs with the highest (0))
feed concentrations (superstoichiometric conditions). Although these chlorinated
hydrocarbons in general accounted for only a very small amount of the total feed,
their presence and increase or decrease with temperature does give information about
possible mechanisms and side reactions that could be occurring.

Product distributions overall did not change much with reactor residence time
variation under oxidation conditions. The only effect was a relatively greater amount
of CO3 and HCl, and smaller amount of CO produced as residence time increased.

Corrosion

Corrosion was observed in the Hastelloy C-276 organic preheater coil during both
hydrolysis and oxidation experiments. Failure of four separate preheater coils
occurred after about 104, 44, 54, and 65 hours of operation with CH2Cl; feed. Each
tube rupture occurred within a zone from 0.5 to 1.5 ft downstream of where the
preheater coil enters the sandbath. Although the exact temperature of the fluid in this
region of the preheater coils is unknown, it is unlikely that temperatures of 450 -
600°C could be reached that quickly. It is more likely that the temperature was high
but subcritical - giving exactly the conditions (a moderately hot but subcritical, ionic
environment) where corrosion is predicted to be particularly aggressive (31).
Consistent with this theory, post-failure analysis currently being performed at
MIT has found that corrosion appears to be confined to the region around the rupture
point on the preheater coils (32,33; see also paper in this ACS volume). Negligible
corrosion has been detected at both the entrance (cold) and exit (supercritical
temperatures) of the preheater coil. Although the exact type of corrosion has yet to be
confirmed, there does appear to be a selective dissolution of nickel in the corroded
region of the preheater tubing. Atomic absorption tests performed on liquid effluent
samples in the lab of one of the authors (Dr. K.C. Swallow) support these
conclusions. Concentrations of soluble nickel were found on the order of 3 to 16 ppm
in samples tested, with the higher concentrations found for experiments performed
near the time of failure of a preheater coil. Similar atomic absorption tests to
determine concentrations of chromium in the effluent samples indicated levels near
the detection limit (< 0.6 ppm). Rice et al. (11) report similar problems with
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corrosion observed during SCWO of CH2Clz and other chlorinated organics.
Concentrations of nickel and chromium in their effluent were comparable to those
found in this study, at values of 30.7 ppm and 0.02 ppm respectively.

The presence of aggressive corrosion strongly suggests that there was significant
breakdown of methylene chloride in the organic preheater coil to HCI - enough to
result in failure of the tube in a relatively short amount of exposure time. In addition,
it is also possible that the corroding metal wall surface of the preheater coil and/or the
presence of HCl may have influenced the rate of CH2Cl, destruction in a catalytic
manner. Houser (34) presents evidence that the reactivity of chlorinated
hydrocarbons in supercritical water, and the products formed, can be affected
significantly by the metal walls of the reactor. No specific attempts were made in this
work, however, to determine the extent, if any, of catalytic effects due to the above
mentioned sources.

Mechanistic Insights from Experimental Results

The stoichiometry of complete oxidation of CHClp to CO2 and HCI can be written
as:

CH,Cl, + 0; - COy+2 HC1 0

The kinetics, product spectrum and distribution, and corrosion evidence gathered in
this study, however, suggest that the oxidation of CH2Cly in supercritical water does
not proceed directly as written in equation 1. Based on this experimental evidence
obtained, a network of possible reaction pathways can be proposed. The fact that 1)
conversions were similar under hydrolysis and oxidation conditions, 2) conversion
already occurs in the preheater, and 3) the presence of O3 only shifts the distribution
of products to more CO and CO3 and less HCHO suggests that breakdown of CH2Clp
itself probably occurs by reaction with water, not O2. The main products of this first
reaction appear to be HCl and HCHO:

CH,Cl, + H,O0 — HCHO + 2 HCl 2)

Formaldehyde is essentially the only carbon product at 450°C. The same two
products were reported by Fells and Moelwyn-Hughes (16) for CH2Cl, hydrolysis
under acidic conditions at subcritical temperatures between 80-150°C. As
temperature increases above 450°C, another pathway for CH2Cly breakdown (or
possibly HCHO reduction under hydrolysis conditions) to form CH30H seems to
become significant. Side reactions involving the production of chlorinated
hydrocarbons must also increase with temperature, with their formation probably
resulting from recombination of free radical fragments derived from CH2Cly, since
only trace amounts of chlorinated hydrocarbons are produced. Once formed, the first
intermediate compounds of HCHO and CH30H can then be further oxidized to CO,
which in turn is oxidized to CO,. Figure 9 shows a diagram of this proposed reaction
network.

Note that when the individual reactions in this proposed reaction network are
added up, the net reaction is the same as that in equation 1. The important distinction,
however, is that O is not involved in the initial breakdown of CH2Cl3 itself, which
proceeds by a hydrolysis pathway. This network is consistent, then, with the
observations that O has little effect on the kinetics of CH2Clp destruction.

Summary and Conclusions

Hydrolysis and oxidation of methylene chloride in supercritical water was studied
over the temperature range of 450 to 600°C and 4 to 9 seconds reactor residence time
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at feed ratios ranging from sub- to superstoichiometric and a pressure of 246 bar.
CH1Cl; concentrations ranged from 0.24-0.9x10-3 mol/L, while O concentrations

ranged from 0.5-2.1x10-3 mol/L.

Conversion of CH2Cl; under hydrolysis conditions was very similar to that under
oxidation conditions, usually to within a few percent, at a reactor residence time of 6
seconds. Conversion ranged from 2619% to 99.910.1% over the conditions explored.
Most of the CH»Cl; breakdown occurred in the organic feed preheater coil, where
hydrolysis conditions existed. Significant corrosion was observed within the organic
preheater coil in a hot but subcritical region, resulting in the failure and replacement
of the tubing on four occasions after exposure times ranging from 44 to 104 hours.
The rate of CH,Cl destruction does not appear to be affected by the concentration of
O3, although it may be affected by the concentration of CH,Cly.

Major products of both hydrolysis and oxidation are CO, CO2, HCHO, CH30H,
HC], and Hjp, with small amounts of CH4 above 562°C. Trace amounts of
chloromethane, 1,1-dichloroethylene, cis-1,2-dichloroethylene, trans-1,2-
dichloroethylene, chloroform, and trichloroethylene were detected in the vapor phase
effluent. The presence of O resulted in a shift in the product distribution to more CO
and CO; with less HCHO, CH30H, and Hy. At lower temperatures, HCHO and HCI
are the only major products. A greater percentage of gaseous products and a greater
variety of products were observed as temperature increased up to 550°C. By 600°C,
however, the effluent was mostly CO; under oxidation conditions.

The collective evidence from the hydrolysis and oxidation experiments,
including kinetics, product spectra and distributions, and corrosion behavior, suggests
a possible network of reaction pathways for CHoCly oxidation. The major steps
include: CH,Cl; + HHO — HCHO (or CH30H) + HC1 — CO + HO — COp; the
last two steps involving reaction with Q5.
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Chapter 14

Phenol Oxidation in Supercritical Water

From Global Kinetics and Product Identities
to an Elementary Reaction Model

Sudhama Gopalan and Phillip E. Savage

Department of Chemical Engineering, University of Michigan,
Ann Arbor, MI 48109-2136

We developed a detailed free-radical mechanism based on gas-phase
chemistry to model the supercritical water oxidation of phenol. The
mechanism accounts for the parallel primary paths of ring-opening and
dimerization of phenol, the consumption of the phenol dimers as the
reaction progresses, and the ultimate formation of carbon oxides as
elucidated in earlier experimental studies. Quantitative modeling using
the detailed mechanism predicts product yields that are qualitatively
consistent with experimental observations. Phenol disappearance rates
are predicted to within a factor of 5 of the experimental rates observed
between 420 and 480°C. The activation energy and oxygen reaction
order predicted by the model are higher than those determined
experimentally. Sensitivity analysis reveals that degenerate chain-
branching by decomposition of an aromatic hydroperoxide and
bimolecular initiation are the elementary steps that influence the
phenol oxidation kinetics the most. Areas of improvement are
pinpointed to aid future modeling efforts.

Supercritical water oxidation (/), or the oxidation of organic pollutants in aqueous
streams at conditions beyond the critical point of water (T = 374°C, P, = 218 atm), is
an emerging advanced oxidation process for waste treatment. Water above its critical
point affords high solubility to both organics and gases. Supercritical water oxidation
(SCWO) thus occurs in a homogeneous single phase with the advantage of high
intrinsic reaction rates.

Our research on the kinetics of supercritical water oxidation has focused on
phenol as a model pollutant. We reported global rate laws for the kinetics of phenol
disappearance (2,3) and CO; formation (4). We identified reaction products (5,6) and
determined that the reaction network featured parallel oxidation paths of dimerization
of phenol and ring-opening (3). Using thermochemical and kinetic principles to
discriminate between several candidate mechanisms, we postulated a mechanism for
these parallel primary paths (7). Now, we use this wealth of experimental data and
chemical insight to extend the mechanism and use it as a basis for a quantitative
model. In this paper, we present a more complete mechanism for phenol SCWO that
accounts for both dimer formation and destruction, and for the ultimate conversion of
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phenol to CO and CO,. We analyze the results of detailed kinetic modeling and
identify the key elementary steps.

Previous research on reaction mechanisms for SCWO has been largely restricted
to elementary reaction models for simple molecules like Hy, CO, CHy4, and CH30H.
Tester and coworkers published several papers on the fundamental kinetics of these
simple compounds (8-11) with increasing degrees of sophistication in the detailed
mechanisms. Recently, Brock and Savage (/2) developed a single reaction
mechanism for the SCWO of C; compounds and Hj. Boock and Klein (3) proposed
detailed mechanisms for the oxidation of ethanol, 1- and 2-propanol, and acetic acid
in near-critical and supercritical water. They did not estimate the rate constants for
each step of their mechanisms a priori. Rather, they classified each of the reactions
into one of eight reaction families and used experimental data to determine Evans-
Polanyi parameters for each reaction family. Yang and Eckert (I4) suggested
abbreviated schemes to explain the SCWO of p-chlorophenol. Their mechanistic
speculation was largely qualitative.

Mechanism Development

Primary Pathways. An earlier publication (7) presents our proposed free-radical
mechanism for the primary paths of phenol oxidation, and the key steps appear in
reaction scheme 1. We briefly outline the main features here. The oxidation
commences due to bimolecular initiation; viz., abstraction of the phenolic H by O3 to
form the phenoxy radical and HO,. The phenoxy radical is resonance-stabilized and
hence the addition of O, a common autoxidation step, is not favored
thermodynamically at SCWO conditions. Consequently, the phenoxy radical
concentration would build, thereby making radical-radical reactions involving the
phenoxy radical important processes for the consumption of phenol. The primary
paths of phenol oxidation, which form ring-opening products and phenol dimers, are a
result of initial radical-radical reactions. The combination of two phenoxy radical
isomers followed by tautomerization forms dimers like 2- and 4-phenoxyphenol, and
2,2"-biphenol as major primary products from phenol SCWO (3). Reaction scheme 1
also shows a sequence of elementary steps that results in ring-opening. The initial

step is a combination of HO, and a phenoxy radical to form a cyclic o-keto
hydroperoxide. Unimolecular homolytic dissociation of the weak O-O bond in the

hydroperoxide followed by B-scission of the resulting oxy-radical leads to cleavage of

the aromatic ring.
H
+ 02 —> é]_{ + HO,
+HO O'OH
H—>

C6H503H . C6H500 C6H502
+ ON H
Cl 2H902H C12H902 cmnooz

In this paper, the previously reported mechanism (7) for the primary pathways
will be extended to describe both the primary and secondary pathways for phenol
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oxidation in supercritical water. In keeping with our previous work, we consider only
free-radical reactions. We now include the oxidative degradation process that follows
ring-opening and produces CO and CO,. We also include dimer destruction reactions.
Including these secondary reactions leads to a more complete mechanism and model
for phenol oxidation in supercritical water.

Production of CO and CO;. Reaction scheme 2 shows the elementary steps that
could occur upon ring-opening and lead to the ultimate formation of CO and COx.
The acyl radical C6H502 formed upon ring-opening can readily add molecular
oxygen to form an acylperoxy radical (C6H504). We expect no electron-delocalized
stabilization in C6H502 since Alfassi and Golden (15) found no allylic stabilization
in the acyl radical, C2H3CO. The acylperoxy radical C6H504 can abstract hydrogen
either from phenol, or internally from the aldehydic H. The O-H bond in the resulting
peracid (BDE ~ 91.2 kcal/mol) is stronger than both the O-H bond in phenol (BDE ~
86.5 kcal/mol) and the aldehydic C-H bond (BDE ~ 87 kcal/mol). The peracid
C6HS504H can decompose by homolytic dissociation of its weak O-O bond (BDE

RCO,-OH = 40.7 kcal/mol) followed by CO3 elimination by B-scission, resulting in
the formation of a vinyl radical (CSH4HO). The vinyl radical can also be formed
from the acyl radical C6H502 in a parallel path by unimolecular elimination of CO.
Vinyl radicals could be expected to react rapidly with molecular oxygen and form
HCO and an aldehyde (/6). The resulting aldehyde (C4H402) could lose the
aldehydic H (via hydrogen abstraction by OH) to form another acyl radical
(C4H302). This acyl radical could react through the same type of steps just described
for C6HS502. Thus, the whole sequence of elementary steps described thus far in this
section could occur recursively and ultimately yield CO and CO3 as the carbon-
containing products.

H
;O}l_) e
-Hy0
H H
0 o
C6H502 CSH4HO C4H402 C4H302

2

Dimer Decomposition. Experimental results for SCWO of phenol showed that the
yield of dimers reached a maximum value and then decreased with increasing phenol
conversion (3,6,17). This behavior indicates that dimers are destroyed as the reaction
progresses. To account for the destruction of dimers, which are essentially substituted
phenols, we use the same elementary processes put forth for the primary pathways for
phenol. Reaction scheme 3 shows these elementary steps. The radical C12H902,
formed during the tautomerization necessary to form the dimer (see reaction scheme
1), is essentially a phenoxy radical with a phenoxy substituent. It should therefore
undergo the same reactions as the phenoxy radical; viz., radical-radical reactions. We
did not include the addition of phenoxy radicals to C12H902 to form trimers in our
model because only traces of trimers were detected in some SCWO experiments. We
did include the combination of C12H902 with HO,, however. Homolytic dissociation

of the O-O bond in the resultant hydroperoxide C12H1004 followed by B-scission of
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the aryl-O linkage forms a phenoxy radical and quinone. It must be noted that B-
scission of a C-C bond to open an aromatic ring is also likely. While the activation

energy of this B-scission should be less than that of the aryloxy linkage by a few
kcal/mol, it would be compensated for by a lower pre-exponential factor. (Cleavage
of the aryl-O bond forms two fragments, which would be expected to involve a higher

AS* as compared to the opening of one of the aromatic rings.) B-scission leading to
the opening of one of the aromatic rings in the dimer could account for the formation
of single-ring products like 2,3-dihydro-1H-inden-1-one that were detected in our
experiments (3). For this initial modeling exercise, we opted to consider only one path
for dimer destruction; viz., that leading to the formation of quinone, just as we have
considered only one form of coupling of phenoxy radical isomers to form the dimers.

SO 0=07

C12H1002 C12H902 C12H902

i+H02
@)

0 o H
+ ¢ O—[ :] «-©OH 0—[ :l
C6HS0 C6H402 CI12H903 CI2H1004 (3)

The ring-opening process of quinone has been dealt with in our earlier
publication (7). The elementary processes described in the section on CO and CO;
production are applicable to species formed from the ring-opening of quinone.

Detailed Kinetic Modeling

The previous section described the new elementary steps appended to our previous
mechanism for phenol SCWO. We now use this mechanism as the foundation for a
quantitative kinetics model. Figure 1 provides the structures of the various species
involved in our proposed mechanism. Isomers are considered as separate species only
when the interconversion requires the breaking of a bond and the migration of a
group. A detailed chemical kinetic model requires rate data for each reaction in the
mechanism and thermochemical data for each species to determine the equilibrium
constant for each reaction. Thermochemical properties (Hf, S¢, Cp) for each of these
were taken from literature when available (18,19). For a majority of the species,
however, we estimated the thermochemical properties (20) using Benson's group
additivity rules (2/) as implemented by THERM (/8). Properties for radicals were
estimated from those of the corresponding molecules.

The detailed mechanism is listed in Table I with kinetic parameters in the form

k = AT"exp(-E, /RT). Rate parameters for several reactions have been estimated,

and the basis for estimation is provided in the footnotes. We used CHEMKIN-II (36)
for simulation and SENKIN (37) for sensitivity analysis of the detailed kinetic model.
The rate parameters listed in Table I are those for the forward reactions, k. Reverse
rate coefficients, k;, in the mechanism were calculated from the forward rate
constants, kf, using the equilibrium constants in concentration units, K;

k=k

L2 @
T Kc
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a) Acyl Radicals

0 o) o) o) o) 0
OOH J. OOH , o
=0 -[Fo .
P Iu\/(l A H A H
H n- o OH OH OH
0 0

C6H502 C6H504* C4H302 C4H304* C3H302 C5H502 C6H403H*

b) Acylperoxy Radicals
o o (o] o o
0O0- OOH 00. OOH 00 -
=0 .
> y 0o M l ZcH
H 00. O OH OH
(@) o
C6H504 C6H506 C4H304 C4H306 C3H304 C5H504

c) Peracids

0 0 0 o) 0
OOH OOH OOH OOH OOH
=0 HOO OOH
OOH
l& M{ A H 6 H
H OOH o OH OH 0
0 0
C6H604 C6H606 C4H404 C4H406 C3H404 C5H604 C2H204

d) Oxy Intermediates
o (o)

(o] (o] o
O O. OOH OOH 0.
H O-
F M-l K H
(o] OH OH
(o]

H O.
O
C6HS503* C4H303 C6HS505* C4H305 C3H203H CS5H403H
e) Vinyl Radicals
o
OOH
= . . .
I H I . | | A L/r H
A H oo  COH
o o OH
C5H4HO C5HS503 CHOCHCH C3H303 C2H30 C4HS50
f) Aldehydes 0
H
H . |
cl) H NF H
o o OH 0
C2H202 C3H402 C4H402

Figure 1. Structures of species in detailed mechanism of Table I (structures of single
and multi-ring species provided in reaction schemes 1 and 2)
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Table I. Detailed mechanism for phenol SCWO (Units of cm3, s, mol, K).

REACTIONS CONSIDERED

1. H202(+M)=OH+OH(+M)

Low pressure limit:
2. H202+OH=H20+HO2
3. HO2+HO2=H202+02

second exponential (a)

4. H+02(+M)=HO2(+M)

Low pressure limit:
5. OH+HO2=H20+02
6. H+HO2=0OH+OH
7. H+H(+M)=H2(+M)

Low pressure limit:
8. H+OH(+M)=H20(+M)

Low pressure limit:
9. 0+O(+M)=02(+M)

Low pressure limit:
10. H+HO2=H2+02
11. H202+H=HO2+H2
12. H202+H=H20+OH
13. H202+O=0H+HO2
14. CO+02=C02+0
15. H+O2=0H+O
16. H+OH=0+H2
17. H+HO2=0+H20
18. H+H20=H2+OH
19. O+H(+M)=OH(+M)

Low pressure limit:
20. O+HO2=0H+02
21. O+H20=0H+OH
22. CO+O(+M)=CO2(+M)

Low pressure limit:
23. CO+HO2=CO2+0OH
24. C6H50H+02=C6H50+HO2
25. C6H5O0H+HO2=C6H50+H202
26. C6H5SOH+OH=C6H50+H20
27. C6H50+OH=C6H500H
28. C6H50+HO2=C6H503H
29. C6H503H=C6H500+0H
30. C6H50+C6H50=C12H902H
31. C12H902H+HO2= C12H902+H202
32. C12H902H+OH= C12H902+H20
33. C12H902H+02= C12H902+HO2
34. C12H902H+C6H50=C12H902+C6H50H
35. C12H1002+02=C12H902+HO2
36. C12H1002+HO02=C12H902+H202
37. C12H1002+0OH=C12H902+H20
38. C12H1002+C6H50=C12H902+C6H5OH
39. C6H500=C6H502
40. C6H502+02=C6H504
41. CSH4HO+CO=C6H502
42. C6H504+C6HSOH=C6H604+C6H50
43. C6H504+C12H1002=C6H604+C12H902

k = A Tn exp(-E/RT)

A

3.00E+14
1.21E+17
7.83E+12
4.20E+14
1.30E+11
1.63E+13
1.56E+18
2.89E+13
1.50E+14
1.40E+12
9.78E+16
1.62E+14
1.41E+23
5.39E+12
1.89E+13
4.28E+13
1.69E+12
1.02E+13
9.63E+06
2.53E+12
1.99E+14
4.88E+03
3.01E+13
4.52E+08
8.68E+12
4.71E+18
3.25E+13
4.58E+09
2.21E+14
6.17E+14
1.51E+14
3.00E+14
1.00E+12
3.00E+13
1.00E+13
3.30E+14
1.00E+16
1.00E+12
1.00E+12
3.00E+13
3.00E+14
1.00E+12
5.00E+13
1.00E+12
3.00E+13
1.00E+12
1.00E+14
2.40E+12
1.51E+11
1.00E+12
1.00E+12

n

0.0
0.0
0.0
0.0
0.0
0.0
-0.8
0.0
0.0
0.5
-0.6
0.0
-2.0
0.5
0.0
0.0
0.0
0.0
2.0
0.0
0.0
2.8
0.0
1.6
0.5
-1.0
0.0
1.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
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48488
45507
1331
6030
820
761

0
-497
1004
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Table 1. Continued

. C6H504+H02=C6H604+02

. C6H604=0OH+C6H503*

. C6H503*=C02+C5H4HO

. C5SH4HO+02=C4H402+HCO

. C4H402+02=C4H302+HO2

. C4H402+HO02=C4H302+H202

. C4H402+0OH=C4H302+H20

. C4H302+02=C4H304

. CHOCHCH+CO=C4H302

. C4H304+C6H50H=C4H404+C6H50
. C4H304+C12H1002=C4H404+C12H902
. C4H304+H02=C4H404+02

. C4H404=0H+C4H303

. C4H303=C02+CHOCHCH

. CHOCHCH+02=C2H202+HCO

. C2H204=CO+CO2+H20

. C2H204=C0O2+OH+HCO
C2H202+02=HCO+CO+HO2
C2H202+OH=HCO+CO+H20
C2H202+HO2=HCO+CO+H202
HCO+02=CO+HO2
HCO+OH=H20+CO
C6H504=C6H504*
C4H304=C4H304*
C6HSO0OH+HO2=C6H400H+H202
C6H500H+0OH=C6H400H+H20
C6H500H+02=C6H400H+HO2
C6H500H+C6H50=C6H400H+C6H50H
C6H400H+02=C6H402+HO2
C6H40HOH+02=C6H400H+HO2
C6H40HOH+HO2=C6H400H+H202
C6H40HOH+OH=C6H400H+H20
C6H500+02=C6H402+HO2
C5H503+CO=C6H504*
C6H504*+02=C6H506

. C6H506+C6H5SOH=C6H606+C6H50
. C6H506+C12H1002=C6H606+C12H902
. C6H606=0OH+C6H505*

. C6H505*=C02+C5H503

. C5H503+02=HCO+C4H404

. C3H303+CO=C4H304*

. C4H304*+02=C4H306

. C4H306+C6H5S0H=C4H406+C6H50
. C4H306+C12H1002=C4H406+C12H902
. C4H406=0OH+C4H305

. C4H305=C0O2+C3H303

. C3H303+02=HCO+C2H204

. C12H902+HO2=C12H1004

. C12H1004=0H+C12H903

. C12H903=C6H402+C6H50

. C6H402+OH=C6H403H

. C6H403H=C6H40O3H*

. C6H403H*=CO+C5H502

5.46E+10
1.00E+16
1.00E+13
5.42E+12
5.00E+13
1.00E+12
4.15E+12
2.40E+12
1.51E+11
1.00E+12
1.00E+12
5.46E+10
1.00E+16
1.00E+13
5.42E+12
7.94E+14
1.00E+16
3.00E+14
1.00E+13
1.00E+12
5.12E+13
1.02E+14
1.00E+11
1.00E+11
1.00E+12
3.00E+13
3.00E+14
1.00E+12
1.00E+12
3.00E+14
1.00E+12
3.00E+13
2.00E+11
1.51E+11
2.40E+12
1.00E+12
1.00E+12
1.00E+16
1.00E+13
5.42E+12
1.51E+11
2.40E+12
1.00E+12
1.00E+12
1.00E+16
1.00E+13
5.42E+12
3.30E+14
1.00E+16
1.00E+15
1.00E+13
1.00E+14
1.00E+16

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

-2640
38600
10070
0
36442
10400
517
0
4800
6640
6640
-2640
38600
10070
0
29800
38600
37400
0
10400
1689
0
6640
13640
5655
0
27000
5655
0
38210
10000
0
2000
4800
0
6640
6640
38600
10070
0
4800
0
6640
6640
38600
10070
0

0
44000
19000
0
24730
0
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Table 1. Continued

97. CO+C4H50=C5H502 1.51E+11 0.0 4800 n
98. C5H502+02=C5H504 2.40E+12 0.0 0 m
99. C5SH504+C6H50H=C5H604+C6H50 1.00E+12 0.0 6640 o
100. C5H504+C12H1002=C5H604+C12H902 1.00E+12 0.0 6640 o
101. C5H504+HO02=C5H604+02 5.46E+10 0.0 -2640 p
102. C5H604=0H+C5H403H 1.00E+16 0.0 38600 A
103. C5H403H=CO2+C4H50 1.00E+13 0.0 10070 ¢
104. C4H50+02=HCO+C3H402 5.42E+12 0.0 0 r
105. C3H402+02=C3H302+HO0O2 3.00E+14 0.0 36442 k
106. C3H402+OH=C3H302+H20 4.51E+12 0.0 517 u
107. C3H402+HO2=C3H302+H202 1.00E+12 0.0 10400 t
108. CO+C2H30=C3H302 1.51E+11 0.0 4800 n
109. C3H302+02=C3H304 2.40E+12 0.0 0 m
110. C3H304+C6H50H=C3H404+C6H50 1.00E+12 0.0 6640 o
111. C3H304+C12H1002=C3H404+C12H902 1.00E+12 0.0 6640 o
112. C3H304+HO2=C3H404+02 5.46E+10 00 -2640 p
113. C3H404=0H+C3H203H 1.00E+16 0.0 38600 A
114. C3H203H=CO2+C2H30 1.00E+13 0.0 10070 ¢
115. C2H30+02=HCOOH+HCO 5.42E+12 0.0 0 r
116. HCOOH+02=HOCO+HO2 3.00E+14 0.0 39800 %
117. HCOOH+OH=HOCO+H20 2.00E+12 0.0 0 ag
118. HOCO(+M)=H+CO2(+M) 1.74E+12 0.3 32928 35
Low pressure limit: 2.29E+26 -3.0 35074 35
Kc: 0.123 -0.01 8700 35
119. HOCO(+M)=OH+CO(+M) 5.89E+12 0.53 33981 35
Low pressure limit: 2.19E+23 -1.89 35273 35
Kc: 7T41E+05 -1.32 34617 35
120. OH+CO=>CO2+H 1.17E4+07 1.354 =725 35
High pressure limit: 2.45E-03 3.684 -1234 35
121. HOCO+02=HO2+CO2 1.00E+12 0.0 0 ah
a Rate expressed as a sum of two exponentials (23).
b Hard spheres collision limit
Z Interpolation based on values in Mallard et al. (26)

E, = Heat of reaction (= 36.9 kcal/mol calculated using THERM) + 1.31 kcal/mol (which is the
activation energy for the reaction HO; + allyl radical = propene + 0. We assume the same E,
for the reverse of 24 since the allylic H and phenolic H bonds are about equally strong.). A factor
= 3.00E+14 (collision frequency), which has been used by Emdee et al. (27) for CeH5CH3 + O2
=CgH5CH7 + HOj.

Same as for CH3CHO + HO; (28). BDE = 87.1 kcal/mol for aldehydic H. BDE = 86.5 kcal/mol
for phenolic H. E, has been reduced by 40 cal/mol to reflect this.

Recombination estimate

Hard spheres collision limit. Same estimate used by Brezinsky et al. (30) for CGHSCH2 + HO2
recombination.

E, = Heat of reaction (THERM). A factor same as that used by Cavanagh et al. (28) for
CH3CO3H decomposition.

A factor = same as for CH3CHO + HO2. E, from Polanyi relation.

Same as for the case of reaction with C6HSOH.

Ea = Heat of reaction. A ~ collision frequency

H abstractions by C6H50 assumed to have the same rate parameters as those for abstraction by
HOy

Same as for CH3CO + O3 (28)

Same as for C2H3 + CO = C2H3CO (25)
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Table 1. Continued

0 Same as for CH3CO3 + CH3CHO = CH3CO3H + CH3CO (28)
P Same as for CH3CO3 + HO; = CH3CO3H + O3 (28)
E, = Heat of reaction (5.27 kcal/mol) + 4.8 kcal/mol {which is the estimate for E, for the reverse

reaction based on the activation energy of C2H3 + CO recombination estimated by Tsang and
Hampson (25)}. A factor = same as that for CH300 decomposition.

Same as for C2H3 + O = HCO + CH20 (22)

Same as for CH3CHO + O3 = CH3CO + HO; (28)

Same as for CH3CHO + HO, = CH3CO + H20; (28)

Same as for CH3CHO + OH = CH3CO + H20 (28)

Same as for (COOH)2 = CO; + CO + Hp0 (32)

Cleavage of the weak O-O bond followed by B-scission of the unstable intermediate

Estimate for H abstraction followed by B-scission of the unstable intermediate

Internal abstraction. 9 centered transition state - no strain energy expected. A factor ~ 1.00E+11,
since tightening of internal rotors is involved (217)

Internal abstraction - 7 centered TS (7 kcal/mol strain energy). A factor ~ 1.00E+11, since
tightening of internal rotors is involved (2/)

aa  Rate estimated to be same as for CH20H + Oy = CH20 + HO; (33)

ab  Estimated on the basis of C4H90 + 07 = C3H7CHO + HO3 (34)

ac  Estimate for B-scission of C-O bond. Since C-O is stronger than C-C, we use an E, value higher

than that used in reaction 38. The A factor is also higher since there are two fragments formed
and hence an increase in entropy.

ad  Estimate for addition of OH across C-C bond of quinone.
ae  B-scission of C-C bond. E; = heat of reaction. A factor as in reaction 38.
4 Unimolecular decomposition - slightly exothermic, hence E3 ~ 0

a8 H abstraction by OH. Bond strength of bond being broken ~ 89.5 kcal/mol, which is slightly
stronger than aldehydic H. Rate of CH3CHO + OH slowed down slightly to reflect this.

ah  Egtimate based on CH20H + Oy = HCHO + HO»

_Q

< x T TR N oLy

o~

The equilibrium constant, K, can be calculated rigorously from the equilibrium
constant, K,, which is determined from free energies of formation of species, as

K, = —a_(zRT)™ )

[1e"
where T is the absolute temperature, R is the gas constant, v; and ¢; are the
stoichiometric coefficient and fugacity coefficient of species i, and Z is the
compressibility factor of the reacting mixture. CHEMKIN uses the ideal gas law,

which means ¢; = 1 and Z = 1 in equation 5. At the conditions used in our
experiments, supercritical water is not an ideal gas, so errors arise from using the
ideal gas law. For example, at a typical set of initial experimental conditions ([¢OH]
=222x 104 M, [07] = 8.55 x 103 M, [H20] = 5.78 M, T = 460°C, P = 250 atm), we
used the Peng-Robinson equation of state (neglecting binary interaction parameters)
to calculate fugacity coefficients for phenol, oxygen, and water as 0.43, 0.74, and
1.49 respectively. The compressibility factor used was 0.7. These values show that
the uncertainty introduced into the reverse rate constants due to the ideal gas
assumption should be less than an order of magnitude. We consider the uncertainty in
many of the forward rate constants, which were estimated by analogy with similar
reactions and with estimated thermochemical properties, to be about an order of
magnitude. Moreover, there are very large uncertainties in estimating fugacity
coefficients of free radicals (38), which constitute a majority of the species in the
detailed mechanism. These considerations led us to use the ideal gas law and take the
compressibility and species fugacity coefficients to all be equal to 1. Improving the
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rate constant estimates and properly accounting for the non-ideal thermodynamics
would clearly improve the model. Alternatively, experimental data at higher
temperatures, where the ideal gas law is more closely followed, would facilitate
validation of the model.

We considered pressure effects only for those reactions for which both high and
low-pressure rate parameters were available in the literature. Other reactions are
treated less rigorously. There are several unimolecular decompositions that are
implicitly assumed to be at their high pressure limits as a first approximation. Some
reactions that proceed via a bound complex, like the attack of O3 on vinyl radicals to
form an aldehyde and HCO, are assumed to be at their low pressure limits. Therefore,
the estimates used for such reactions are upper limits. To estimate lower limits for the
rates of such reactions, it was assumed that the bound adducts would be immediately
stabilized by collisions. These adducts and the elementary reactions that form and
destroy them were then explicitly accounted for in the detailed mechanism. The rate
parameter estimates of Bozzelli and Dean (40) were used for these elementary
reactions. Simulations showed no change in the model predictions for either phenol
conversions or product yields. Given that the rate parameters of the unimolecular and
chemically activated reactions are not available in the literature and had to be
estimated, we elected to defer the more rigorous incorporation of pressure effects
until we reach the next level of sophistication of the mechanistic model.

Results and Discussion

Model Validation. We performed simulations with the detailed mechanism of
Table I using the initial conditions that were employed in our experiments (3). We
considered temperatures between 420 and 480°C, a pressure of 250 atm, and initial
phenol and oxygen concentrations between 3 x 10-5 and 3.9 x 10-4 M, and 1.6 x 10-3
and 9.9 x 10-3 M, respectively. For each set of initial conditions, we calculated the
phenol conversion using the model. Figure 2 shows a parity plot that compares these
predicted conversions with the conversions observed from experiments. The model
consistently underpredicts phenol conversions at the lower temperatures of 420 and
440°C. Model predictions are clearly better at 460 and 480°C, but there is a great deal
of scatter in the data. We also noted that the model underpredicts the phenol
conversions obtained at low O, concentrations. This trend can clearly be seen in
Figure 2 for the data at 460°C. For the low oxygen concentrations ( < 5 x 103 M),
the model predictions are always lower than the experimentally observed phenol
conversions.

Using a nonlinear regression procedure detailed earlier (3) and the predicted
conversions, we estimated the parameters in the global rate law for phenol
disappearance. Table II compares the kinetics parameters, pseudo-first order rate
constants, and their standard deviations obtained from the model and from
experiments. The reaction order for phenol calculated from the model is close to that
obtained from experiments, while the orders for oxygen and water are not. But
qualitatively, the model does predict the correct effect of O on phenol disappearance.
Both the activation energy, E,, and the pre-exponential factor, A, are significantly
different from the experimental values, but they offset each other. Therefore, reaction
rates and pseudo-first order rate constants predicted by the model are quite close at
460 and 480°C.

Figure 3 shows a plot of dimer (C12H1002) and gas (CO + COy) selectivities
(defined as the fraction of the reacted carbon that forms a particular product cluster).
The experimental selectivity profiles represent the fit of an empirical network model
to experimental data as reported earlier (3). The trends in model predictions for
product selectivities compare well with those observed experimentally. In short, the
model does reasonably well in its qualitative predictions for product formation but
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Figure 2.Parity plot of phenol conversions obtained from the model against

experimental conversions.

Table II. Global kinetics for phenol disappearance in the form

rate = Aexp(— E, )[([)OH]"[O2 I'[H,0]
RT

Model Experiment
a 1.09 £ 0.02 0.85 +0.04
b 1.23+0.02 0.50 +0.05
c -0.05 1 0.02 0.42+0.05
E, (kcal/mol) 422405 124+ 1.0
A (M1-a-b-cg-1y 1014.95+0.19 102.34£0.28
k420°C (s-DHf 0.0039 +0.0010 0.0171 + 0.0002
k440°C (s1) 0.0086 + 0.0023 0.0225 + 0.0045
k460°C (s71) 0.0206 + 0.0095 0.0275 + 0.0074
k480°C (s1) 0.0345 +0.0194 0.0321 £ 0.0138

T The pseudo-first order rate constants were evaluated using phenol conversions predicted by the
model and measured for each of the experimental points. Thus, the effect of [O,] and [H,0] for
both model predictions and experimental values of k is masked and manifests itself in the large
standard deviations. These rate constants are meant to provide rough indicators of how well the

model does at the four temperatures.

fails to provide accurate quantitative prediction of experimental results. Given the
uncertainties in the various components of this initial model, any quantitative
agreement should be viewed as being largely fortuitous.
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Figure 3. Selectivity profiles of dimers and carbon oxides: model predictions and
experimental findings.

The CO/CO;, ratios obtained from the simulations are much higher than those we
have observed from experiments. For instance, for oxidations at 460°C the CO/CO>
ratio from the model was between 1.1 and 1.2, whereas experiments consistently gave
ratios less than 0.5. Elementary reaction models for SCWO of CO have also
underpredicted CO conversions at 450 - 500°C (9,12). Thus the high CO/CO; ratios
in our model for phenol might be a reflection of the inability of detailed chemical
kinetics models to predict CO oxidation rates in supercritical water.

For SCWO of molecules like phenol, which yield stable radicals, chain
propagation by oxygen addition is not favored. Radical recombination becomes
dominant as both a termination process (dimerization) and as a necessary precursor
(HO; addition) to chain-branching. Radical recombination is, however, much slower
than a propagation step like O; addition to a radical that does not possess resonance-
stabilization. This observation leads us to expect slower oxidation rates for molecules
that yield stable radicals in the initiation step. This is consistent with the results of
Rice et al. (39) who oxidized a large number of compounds including acetic acid,
which is considered to be refractory, and reported that phenol proved to be the most
difficult compound to destroy by SCWO. In the case of phenol SCWO, this stability
of the phenoxy radical also leads to low levels of non-aromatic organic byproducts
(aldehydes, in our mechanism). This is because these molecular intermediates, which
upon H abstraction yield radicals that are not resonance-stabilized, can readily add O3
and hence be consumed much faster than phenol. This scenario is fully consistent
with our experimental results for phenol SCWO (2), which show dimers and gases to
constitute a very large portion of the reaction products (See Figure 3).

Sensitivity Analysis. We performed a sensitivity analysis (20) on the detailed
mechanism to determine the reactions that most strongly influenced the model results.
The normalized sensitivity coefficient of a species i with respect to reaction j is

defined as gln)k(i where X is the mole fraction of species i and k;j is the rate

lnj
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coefficient of reaction j. Since the reactions are considered reversible, the sensitivity
analysis actually corresponds to the net extent of reaction (i.e., forward minus
reverse). An examination of the normalized sensitivity coefficients for phenol at T =

460°C, P = 250 atm, t = 10 s, [pOH], = 2.22 x 10-5 M, and [O02], = 8.55 x 103 M
revealed that the sensitivity coefficients of all but two of the reactions had very low
magnitudes (< 0.02). Reaction 29, C6H503H = C6H500 + OH, had the sensitivity
coefficient with the largest magnitude (= 0.26) indicating that the calculated phenol
concentration is most sensitive to this step. The sensitivity coefficient also has a
negative sign indicating that the forward reaction results in the consumption of
phenol. It is also noteworthy that this reaction can cause significant chain-branching,
as it is a source of OH, an extremely reactive species.

The initiation step C6H50H + O, = C6H50 + HO, (reaction 24) has the largest
positive sensitivity coefficient (= 0.17). This indicates that an increase in the rate of
the forward reaction would actually result in the formation of phenol. This seemingly
counterintuitive result has its basis in the net reaction rates (i.e., forward minus
reverse) of the individual reactions. Figure 4 shows the most important paths in the
detailed mechanism at the same conditions used in the sensitivity analysis, based on
net reaction rates. The net extent of reaction 24 is towards the left. An increase in its
rate coefficient causes an increase in the rate of formation of phenol. But C6H5O3H,
whose decomposition causes degenerate chain-branching, is formed by addition of
C6HS50 and HO» in reaction 28. Therefore, an increase in the net rate of reaction 24,
which involves the same two radicals, comes at the expense of C6H503H formation
and thus deters branching. In this sense, initiation and branching are in competition.
This is the reason for both the large magnitude and the positive sign of the sensitivity
coefficient for the initiation reaction.

The global activation energy of 42.7 kcal/mol is strongly influenced by the high
activation energies (~ 44 kcal/mol) for the hydroperoxide decompositions. The
overwhelming influence of degenerate chain branching is exemplified by the large
rates for reactions 29, 56, and 81 in Table I, as determined by the reaction path

CO

-R24
HCO
¢OH 90

Ring-
Opening
Species

Figure 4. Most important reaction paths in detailed mechanism, based on net reaction
rates of the elementary steps.
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analysis. The large rates of O addition steps required to form these hydroperoxides is
the cause of the large global reaction order for oxygen. This suggests that the
mechanistic model may be deficient in the important elementary processes for phenol
consumption. Low activation energy steps involving radicals as opposed to
unimolecular decompositions and O; additions should influence the phenol
conversion to a greater extent for the global kinetics to be better predicted.

Summary and Conclusions

We have proposed a detailed free-radical mechanism for the supercritical water
oxidation of phenol. It accounts for the consumption of phenol by the parallel paths of
ring-opening and dimerization, the consumption of phenol dimers as the reaction
progresses, and the formation of CO and CO3 as final products of oxidation. We used
the mechanism as a basis for a quantitative model and tested it against experimental
phenol disappearance kinetics and dimer and carbon oxides yield profiles. The
mechanism predicts the trends in product yields well but fails to predict accurately the
influence of temperature and oxygen concentration on phenol disappearance.
Degenerate chain-branching by decomposition of hydroperoxides is a key elementary
process responsible for the consumption of phenol. These reactions merit more
detailed focus by kinetics investigators.

This first attempt at mechanistic modeling of phenol oxidation in supercritical
water posed several difficulties and necessitated a host of simplifying assumptions.
We used unit species fugacity coefficients and took the compressibility to be equal to
unity when calculating equilibrium constants. There are uncertainties in the kinetic
parameters as most of these are estimated and not determined experimentally.
Reliable kinetics data for some of the more sensitive reactions are required.
Thermochemical properties of species were estimated by group additivity methods
and have associated uncertainties. The relative abundance of the three different
resonance structures of the phenoxy radical in supercritical water is not known a
priori, which led us to consider the radical as a single species. Due to this constraint,
the various isomer-specific forms of phenoxy radical coupling were approximated by
a single form of coupling. Also, the alternative dimer decomposition paths were
approximated by a single path since some of the other paths involve species whose
thermodynamic properties cannot be estimated reliably by group additivity methods.
Creative solutions to these problems that maintain the integrity of the chemistry are
required to develop better quantitative models for the supercritical water oxidation of
phenol.
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Chapter 15

Catalytic Supercritical Water Oxidation

An Approach for Complete Destruction of Aromatic
Compounds

Zhong-Yi Ding, Sudhir N. V. K. Aki, and Martin A. Abraham!

Department of Chemical Engineering, University of Tulsa,
Tulsa, OK 74104—-3189

Catalytic supercritical water oxidation has been investigated in a flow
reactor at 390-460°C and 238 atm. MnO,/CeO,, V,05/Al,05, and
Cr,03/Al,05 were used as catalysts. The addition of a heterogeneous
catalyst during supercritical water oxidation of aromatic hydrocarbons
is shown to promote conversion and improve selectivity to complete
oxidation products when compared to conventional supercritical water
oxidation. Significant increase of selectivity to CO, was observed on
MnO,/CeO, and V,05/Al,0;. The catalysts chosen for this study
have been determined to be mostly stable during supercritical water
oxidation.

Introduction and Background

Wet oxidation, described as the reaction of oxygen with an organic reactant in
the liquid phase at elevated temperature and pressure (but below the critical
temperature), has been successfully demonstrated as a destruction method for many
organic species. Increased destruction efficiency has been obtained by increasing the
reaction temperature to that above the critical temperature of water, or through the
addition of a catalyst. By operating slightly above the critical temperature of the
mixture, some advantage is gained in that the reacting fluid is completely contained
within a single, dense phase. Within the current paper, heterogeneous catalysis is
discussed as a means to promote the oxidation of organic components in aqueous
media near the critical temperature of water.

As evidence of one limitation of conventional SCWO, it has been reported
that conversion of organic compounds to CO, may not be quantitative. For reaction
of phenol, a large number of partial oxidation and condensation products [1],
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including such undesirable components as dibenzofuran and dibenzo-p-dioxin [2], are
produced. The research group of Gloyna has reported in several papers [3, 4, 5] that
acetic acid and ammonia are produced as stable intermediates in the oxidation
reaction.

Oxidation of chlorophenol has been accomplished at 400°C and 240 atm and
catalyzed with the homogeneous addition of manganese or copper [6]. Both catalysts
accelerated the rate of the reaction, but apparently did not influence the product
spectrum. Frisch & Gloyna [4] catalyzed the oxidation of acetic acid in supercritical
water with the addition of Ce0,/MnO,. High oxygen concentrations were used to
maintain the catalyst in the oxide form. An increase in the destruction of acetic acid
at 400°C and a residence time of 5 minutes from less than 40% to greater than 95%
was observed through the addition of the catalyst. No information regarding the
products of the reaction are reported.

Recently, we have reported on the catalytic oxidation of phenol in
supercritical water [7]. Nearly quantitative conversion of the reactant was reported
under essentially all reaction conditions. At high excess oxygen, and particularly
using V,0j5 catalyst, only very minor amounts of partial products were formed, and
nearly complete conversion to CO, was obtained. MnO,/CeO also showed good
performance in promoting the formation of CO,, whereas Cr,O3/Al,O5 actually
enhanced the formation of partial oxidation products. Results for the catalytic
oxidation of phenol over Cr,03/Al,05 in supercritical water were recently reported
[8]. The TOC reduction and phenol conversion were measured and found to be
similar, prompting the authors to suggest that nearly complete selectivity to CO, was
obtained. The results indicated higher conversion compared to homogeneous
reaction experiments.

One major concern of adding a heterogeneous catalyst into the supercritical
water oxidation environment is that the catalyst may not be stable. A potential
catalyst can be selected based upon solubility data for the catalyst in high temperature,
high pressure water. Quantitative data exists for the solubility of various metal oxides
in water, and the solubility of inorganic compounds in subcritical and supercritical
water was reviewed by Martynova [9]. The stability of the catalyst is not unlike the
issue of reactor corrosion, which was found to be important during SCWO.

Within the current paper, results are reported for the catalytic oxidation of
several aromatic compounds in supercritical water. Benzene, phenol, and 1,3-
dichlorobenzene were investigated to determine the influence of substituent atoms on
the aromatic ring. Catalysts, including Cry03/Al,03, V,05/Al,03, and MnO,/CeO,
have been investigated for their ability to enhance the conversion of the reactant,
promote the formation of CO,, and remain stable during supercritical water oxidation.

Experimental Section

The reactor system has been described previously [10]. As described in
Figure 1, the apparatus consists of separate inlet systems for gas and liquid feeds, the
main reactor unit along with pressure and temperature control equipment, and finally
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product separation and analytical equipment. Feed gas is compressed from an air
cylinder, fed through a pre-heater, and passed into the reactor at a point immediately
above the catalyst layer. Water feed is controlled with an LDC Analytical 2396-89
high pressure metering pump, passes through a pre-heater, and then enters at the top
of the reactor. Liquid reactants are fed to the system using an Eldex A-30-S high
pressure metering pump. The reactant stream is mixed with the solvent at the top of
the reactor, minimizing the effect of a hydrolysis reaction.

The reactor is an HiP MS-17 Microreactor, constructed of Hastelloy C-276
with an internal diameter of 1.25 cm and a length of 25 cm. The reactor is enclosed in
a high temperature furnace, which serves to maintain the reaction temperature at the
isothermal set point rather than to provide additional temperature increase. Inert o-
alumina particles, crushed to a diameter of 1.5 mm, are used as the packing material.
Catalyst is placed in a small layer within the bed just below the exit of the oxygen feed
line. The particles are supported using a sintered Hastelloy disc.

The effluent exits the reactor, where it passes through a tube-in-tube heat
exchanger and a high pressure gas-liquid separator. The gas then flows through a
back pressure regulator (GO Inc. BP-66) to an on-line gas chromatograph (HP
5890A) for analysis. The liquid drains through the high pressure separator, which is
emptied continuously. Liquid samples are collected for analysis in 20 mL sample
cylinders, which are operated in parallel with the main separator. The liquid
recovered in the sample cylinder exists as two phases. The organic phase volume is
increased through the addition of a known amount of toluene, which also
concentrates all of the organic products into the organic phase and serves as a

- quantification standard. The organic and aqueous phases are then analyzed using off-

line gas chromatography.

Experiments were performed over a wide range of reaction conditions.
Homogeneous experiments were performed by packing the reactor with inert o-
alumina particles. For catalytic runs, 17.8 g of Cry03/Al,03, 8.76 g of MnO,/CeO,
or 9.18 g of V,05/Al,03 were placed in a thin layer in the center of the reactor tube.
All experiments were run at 238 atm, temperatures between 390 and 450°C, 0.5 - 30
s residence time, and 50 - 500% excess oxygen.

Two analytical methods were used for the quantification and identification of
metal ions in the effluent liquid: Atomic Absorption Spectroscopy and UV/VIS Diode
Array Spectroscopy. The UV/VIS Diode Array spectrophotometer (HP 8452A) was
calibrated using prepared standard samples. The atomic absorption spectrometer
(Perkin Elmer 2380) was used to confirm the UV analysis, and good agreement was
obtained. Quantitative analysis was accomplished using a total response of 350 < A <
370 nm, the width of the A ,x peak identified from the calibration experiments. The
samples were analyzed off-line using the UV spectrophotometer immediately after
collection. Experiments were conducted at a given set of operating conditions until a
steady state value for chromium ion in the effluent was obtained.
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Results and Discussion

The results are separated into two sections. First, the effectiveness of the
catalyst is described through comparison of results from experiments performed under
similar reaction conditions for all three catalysts investigated. Secondly, more
detailed results are provided for the influence of concentration and temperature on the
reactant conversion and the CO, selectivity.

Overview of Catalyst Performance

Phenol, benzene, and 1,3-dichlorobenzene were used as model compounds to
investigate homogeneous and catalytic heterogeneous oxidation over MnO,/CeO,,
V,05/Al,03, and Cr,03/Al,05 in supercritical water. CO, was the major product in
all cases, however, additional products which remained in the liquid phase were
observed in significant yield. These products included low molecular weight
oxygenated hydrocarbons, which include acetic acid, formic acid, ethanol, methanol,
and acetone, oxidized aromatic species, including catechol and hydroquinone, and
dimerization products, such as biphenol and biphenyl. ~For the purpose of
understanding the influence of the catalyst, these products are lumped together as
partial oxidation products. Under no conditions was CO observed as a product. The
yield of partial oxidation products and CO, were calculated on a carbon atom basis,
and CO, selectivity was calculated on the basis of reactant converted.

Selected experimental results from homogeneous and heterogeneous oxidation
of the model compounds studied are summarized in Table 1, in which the conversion,
CO, yield, the yield of partial oxidation products, and metal ion concentration in the
effluent are reported. Except for the Cry03/Al,05 catalyst, which only increased CO,
yield during phenol oxidation, the catalysts dramatically increased the CO, yield
during oxidation of phenol, benzene, and 1,3-dichlorobenzene under operating
conditions similar to conventional supercritical water oxidation. Among these selected
aromatic compounds, phenol was the most easily converted compound during
supercritical water oxidation, with nearly 100% conversion and high CO, yield under
all reaction conditions. 1,3-DCB was the most refractory compound for complete
oxidation in supercritical water.

One issue that is very important in the effectiveness of the catalyst is its
stability in the harsh environment which is present during supercritical water
oxidation. The concentration of metal ion in the effluent was monitored periodically
using atomic absorption spectroscopy. The results are indicated in Table 1. It was
observed that MnO,/CeO, was the most stable catalyst in supercritical water; note
that MnO,/CeO, also gave very high activity for the conversion of the selected
compounds as well as high selectivity to CO,. V,05/Al,03, which also had a high
activity for the conversion of aromatic compounds, was not stable under SCWO
reaction conditions. Substantial vanadium ion was measured in the effluent, especially
in the case of 1,3-DCB oxidation. It was postulated that the chloride product reacted
with the catalyst to produce vanadium chloride which was soluble in the fluid phase
and thereby extracted from the catalyst bed. Cry0O3/Al,03 was generally stable, but
not a particularly good oxidation catalyst. In the case of phenol oxidation, substantial
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Figure 2a: Homogeneous oxidation of phenol in supercritical water at 390°C,
238 atm, t = 13 s, and Cppoy = 6 mM.
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chromium was detected in the effluent. This is believed to be related to the high
reactivity of phenol, as described in a related publication [11].

Effect of Concentration and Temperature

The oxidation of phenol was facile even under the mildest conditions
investigated (390°C, no catalyst). Phenol conversion and product yields are reported
for homogeneous SCWO as a function of excess oxygen concentration in Figure 2a.
Greater than 90% conversion of phenol was noted even at 200% excess oxygen. As
the oxygen concentration increased, the conversion and the yield of CO, both
increased, whereas the yield of partial oxidation products decreased. However, even
at 500% excess oxygen, the CO, remained below 50% while the yield of partial
oxidation product remained greater than 5%.

A similar plot is reported in Figure 2b, for the oxidation of phenol over
V,05/Al,03. In this case, phenol conversion was always approximately 100%.
Partial oxidation products were observed only at the lowest oxygen concentration
(100% excess), and then decreased to zero as the oxygen concentration increased.
CO, yield, which was greater than 40% even at 100% excess oxygen, increased to
nearly 80% at 500% excess oxygen. When comparing these results with those from
the homogeneous oxidation, it is clear that V,05/Al,05 enhanced phenol conversion
and CO, yield and simultaneously inhibited the formation of partial oxidation
products.

Although greater than 90% conversion was obtained from phenol oxidation in
supercritical water under all reaction conditions, the CO, selectivity was always
below 1. Figure 3 provides a comparison of CO, selectivity from homogeneous
supercritical water oxidation of phenol at 390°C, with approximately 6 mM of phenol
concentration and 13 s residence time with catalytic supercritical water oxidation at
approximately 5 mM concentration and 5.2 s residence time. As the oxygen
concentration increased from 100 to 500% excess, CO, selectivity from
homogeneous oxidation increased to approximately 0.4, whereas CO, selectivity from
catalytic oxidation increased to 0.92 and 0.75 on MnO, and V,Os, respectively.
Additional analysis of the liquid phase products further reveals a substantial decrease
in both the quantity and variety of partial oxidation products formed during catalytic
supercritical water oxidation when compared with homogeneous oxidation.
Experimental evidence of this was provided in both Table 1 and Figure 2.

Benzene was much more difficult to oxidize than was phenol, under all
experimental conditions. As indicated in Figure 4, for homogeneous supercritical
water oxidation at 390°C, Cpenzene ¥ 14 mM and T = 9 s, conversion decreased from
approximately 50% at 40% excess oxygen to roughly 30% at 180% excess oxygen.
A similar decrease in conversion was observed for oxidation over MnO,/CeO,,
although in this case the residence time was approximately 5.2 s, and Cyepzene ® 7.5
mM. The shorter residence time in the catalytic case represents the amount of
catalyst which was packed into the reactor. For catalytic oxidation over V,05/Al,03
at conditions similar to that for the other catalysts, oxygen concentration showed little
effect on the benzene conversion. Clearly, the V,05/Al,05 significantly enhanced the
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Figure 3: Comparison of catalyst performance against homogeneous oxidation
for the selectivity to CO, during phenol oxidation as a function of oxygen

concentration.
60
| |
50 - i s % %
c - b4
5 #
‘@ 40
(0]
>
5 Homo -
[0}
S | | Mno2 ¢ *
g ®
S 20 ®
m V205
x O
10 - | Cr203
| O
0 L | L | N | N | L | 1
0 100 200 300 400 500 600

Percent Excess Oxygen

Figure 4. Comparison of catalyst performance against homogeneous oxidation
for the conversion of benzene as a function of oxygen concentration.

In Innovations in Supercritical Fluids; Hutchenson, K., et a.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1995.



Publication Date: May 5, 1995 | doi: 10.1021/bk-1995-0608.ch015

August 10, 2012 | http://pubs.acs.org

15. DING ET AL.  Catalytic Supercritical Water Oxidation 241

conversion of benzene relative to the homogeneous oxidation, although the other
catalysts appeared to have little effect.

Figure 5, however, indicates that the effect of oxygen concentration on the
selectivity to CO, during benzene oxidation is unlike its effect on benzene conversion.
When V,05/Al,03 or MnO,/CeO, catalyst was present, the selectivity to CO,
increased monotonically as the amount of excess oxygen increased. Very high
selectivity to CO,, approaching 1.0 on V,05/Al,03 at 500% excess oxygen, was
obtained. A CO, selectivity below 0.4 would be expected at 400-500% excess
oxygen from extrapolation of the homogeneous case. At 200% excess oxygen, the
CO, selectivity was six times and three times greater on V,0s5 and MnO,,
respectively, compared with that obtained from homogeneous oxidation.

Because of the low conversions obtained during benzene oxidation, additional
data were obtained at higher reaction temperature. Results are reported in Figure 6,
in which the effect of temperature on benzene conversion is compared for
homogeneous SCWO (at T ~ 13 s) with that over the V,05, MnO,, and Cr,03
catalysts (at T = 6 - 9 s). All experiments were performed at 238 atm and
approximately 300% excess oxygen. Not unexpectedly, as the reaction temperature
increased, the benzene conversion increased in all cases. Figure 6 compares the
catalysts at constant loading (based on metal atom). It can be seen that the CryO3
was slightly effective in increasing the ben-zene conversion, followed by MnO, and
V05 in order of increasing effectiveness. In fact, since the residence time was
greatest for the homogeneous case, the enhancement due to the addition of the
catalyst is even greater than that indicated by the figure.

Additional information regarding the effectiveness of the catalyst is indicated
in Table II, which reports on the product selectivity for the homogeneous oxidation
and the three catalysts, at the highest reaction temperature studied. The reported
values are within experimental error of 100%, except for homogeneous oxidation, in
which the production of partial oxidation products was not quantified and for the
Cr,05 catalyst, which produced substantial partial oxidation products. In this case,
substantial error may result from the approximations which were involved in
quantifying the numerous partial oxidation species which are produced. Note that

Table I
Summary of Benzene Oxidation Product Selectivity

Homo- MI'IOZ V205 Cl‘203

geneous
Temperature (°C) 460 450 430 410
Conversion 30.6 74.99 68.04 19.03
CO, Selectivity 5.72 98.85 101.18 12.98
Selectivity to partial N.Q. 4.23 0.96 114.08
oxidation products
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MnO, and V,05 catalysts produced nearly quantitative yield of CO,, and gave low
selectivity to partial oxidation products. On the other hand. high selectivity to partial
oxidation products was observed with the Cr,O5 catalyst, with low selectivity to
CO,.

Limited data were obtained on the catalytic oxidation of 1,3-DCB in
supercritical water because the metal ion was eluted from the catalyst bed, which
caused a substantial loss of catalyst activity. In the case of V,Oj5 catalyst, this loss of
metal ion was tracked through an exponential decay in CO, selectivity from
approximately 85% after 30 minutes on stream to less than 10% after 180 minutes on
stream. The DCB conversion, however, remained relatively unchanged, and was little
different than that obtained under homogeneous conditions. During the course of this
run, the effluent had a strong blue color, and elemental analysis revealed the presence
of high concentration of vanadium ion in the effluent. It was surmised that the
vanadium catalyst had reacted with free chloride within the reactor to produce
vanadium chloride, which was highly soluble in the fluid phase under reaction
conditions.

The data in Table I reveals that none of the catalysts investigated substantially
enhanced the conversion of DCB relative to homogeneous oxidation. However, this
data, supplemented by the results reported in Figure 7, reveals that with the
participation of MnO, or V,0s, CO, selectivity was higher than that obtained during
homogeneous oxidation. In addition, all catalysts appeared to enhance the formation
of partial oxidation products over that obtained from homogeneous oxidation.
Whereas MnO, increased the selectivity to both partial oxidation products and CO,,
Cr,05 enhanced the formation of partial oxidation products only.

Conclusions

Heterogeneously catalyzed oxidation in supercritical water has been
demonstrated as an effective means of converting several organic species to non-
hazardous products. The addition of MnO, or V,05 catalyst increased significantly
the selectivity to CO,. Under specific reaction conditions, nearly quantitative yield of
CO, was obtained. This means catalytic supercritical water oxidation can give
complete destruction at relatively mild operating conditions. This, in turn, may make
supercritical water oxidation a more economical remediation technique for hazardous
waste treatment.

Phenol, benzene, and 1,3-dichlorobenzene were used as pure component
models of actual aqueous waste components. Phenol was the easiest species to
destroy, giving nearly complete conversion under all reaction conditions, but low
selectivity to CO, during homogeneous oxidation. The addition of MnO, or V,05
catalyst increased the selectivity to CO, to greater than 70% at high excess oxygen.
Benzene was more difficult to oxidize, although greater than 70% conversion could
be obtained using MnO,/CeO catalyst and 500% excess oxygen or through an
increase in the reaction temperature to 450°C with either MnO, or V,05 catalysts.
Nearly quantitative yield of CO, was obtained under these reaction conditions. 1,3-
DCB was the most difficult of the model compounds to oxidize; in addition, the
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oxidation products were found to react with the catalyst, leading to the formation of a
metal chloride which was easily extracted by the fluid phase.
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Chapter 16

In Situ Mitigation of Coke Buildup
in Porous Catalysts with Supercritical
Reaction Media

Effect of Feed Peroxides

Bala Subramaniam and Ashraf Jooma
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University of Kansas, 4006 Learned Hall, Lawrence, KS 66045—2223

For the Pt/ Al203 catalyzed isomerization of 1-hexene (P¢ = 31.7 bar;
Tc = 231°C), catalyst activity is severalfold higher and deactivation
rates are severalfold lower in supercritical reaction media when
compared to subcritical media. These improvements are due to the in
situ extraction of coke-forming compounds from the catalyst by
supercritical reaction media. To fully exploit the benefits of
supercritical operation, it is essential to remove organic peroxides from
the hexene feed. Otherwise, these peroxides promote the formation of
hexene oligomers at reaction conditions. These oligomers, being
major coke producers, accelerate catalyst deactivation. Therefore,
removal of the peroxides by pretreatment with activated alumina leads
to a further severalfold reduction in coke buildup, and concomitant
improvements in catalyst activity and longevity.

Many industrially significant catalytic reactions such as isomerization,
disproportionation of aromatics, and alkylation reactions on acid zeolites are
characterized by catalyst deactivation due to coking. The mechanism of coke
formation on acid catalysts has been reviewed in detail in several books and papers
(I-4). Coking of acid catalysts is typically caused by side reactions that involve
mainly acid-catalyzed polymerization and cyclization of olefins that produce higher-
molecular-weight polynuclear compounds which undergo extensive dehydrogenation,
aromatization and further polymerization (I). These products are generally termed as
coke and have been characterized as either consolidated carbon deposits (that cannot
be dissolved in organic solvents) or mobile deposits which are precursors of the
consolidated deposits (2, 3). For example, in the case of reforming catalysts, the
mobile deposits are typically polyaromatic hydrocarbons that can be extracted with
the help of organic solvents.
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Combating Catalyst Coking with Supercritical Reaction Media

Conceptually, catalyst deactivation by coking can be mitigated if the mobile coke
compounds are desorbed from the catalyst before they can undergo transformation to
consolidated carbon. However, the relatively low volatilities of the mobile coke
compounds at gas phase (i.e., subcritical) reaction conditions results in the adsorption
of these compounds on the catalysts leading to their progressive transformation to
consolidated coke. The coked catalyst is typically regenerated by air oxidation of the
coke exposing the catalyst to high temperatures (400-500°C), which often cause
thermal degradation of the catalyst.

The prevention or mitigation of coke formation on catalysts continues to be the
focus of active research. Supercritical media offer a unique combination of solvent
and transport properties for the in situ extraction of coke-forming compounds from
porous catalysts. Within the last decade, our research group at the University of
Kansas has experimentally and theoretically investigated the coking and activity of
porous catalysts in supercritical reaction mixtures. These studies, summarized
elsewhere (5-7), employed 1-hexene isomerization on a Pt/y-AlO3 reforming catalyst
as the model reaction system. The isomerization was carried out at 281°C, which is
about 1.1 T of 1-hexene. Hence, by varying the reactor pressure from 22 to 350 bars,
we were able to investigate the catalytic isomerization in reaction mixtures ranging in
densities from subcritical (0.2 p¢) to dense supercritical (2.2 pc) values.

At a fixed space velocity (135 g hexene/h/g cat.), we found that in gas-like
reaction mixtures, the catalyst deactivates rapidly due to accumulation of coke
compounds in the catalyst. In near-critical reaction mixtures (1.2 pc), however, the
coke laydown decreased significantly due to the in situ extraction of coke-forming
compounds, primarily hexene oligomers, from the catalyst pores. While coke
laydown continued to decrease in dense supercritical reaction mixtures (1.7-2.2 pc),
the isomerization rates also decreased due to pore-diffusion limitations in the liquid-
like media. These results are detailed elsewhere (7), and clearly show that near-
critical reaction mixtures offer an optimum combination of solvent and transport
properties that are better than either gas-phase or liquid-phase reaction media for
maximizing the isomerization rates and for minimizing catalyst deactivation rates.

Deleterious Effects of Peroxides in Feed . Besides unreacted 1-hexene and product
isomers, hexene oligomers (up to pentamers) were also detected in the reactor effluent
(8). We found that these oligomers formed mostly in the fluid phase catalyzed by
organic peroxides (about 700 ppm) present in the hexene feed. The oligomer
formation steadily increased with pressure with the total amount being roughly 2 wt%
of the effluent stream at the highest supercritical pressure investigated. These hexene
oligomers are prolific coke producers (1, 8). Thus, the enhanced isomerization rates
previously reported (7) at near-critical and supercritical conditions was in spite of
increased oligomer formation (and therefore increased coke formation potential) at
the higher pressures.

In this paper, we show that catalyst performance in near-critical and supercritical
reaction mixtures is dramatically improved when the oligomer formation in the fluid
phase is curtailed by removing the organic peroxides from the 1-hexene feed. An on-
line alumina trap is used to virtually eliminate organic peroxides from the hexene
feed. The resulting decrease in oligomer formation in conjunction with the continued
in situ extraction of the coke-forming compounds by supercritical reaction mixtures
are shown to significantly improve catalyst activity and longevity.

Experimental

Continuing our previous investigations (7, 8), the isomerization of 1-hexene over
Pt/y-Al)O3 catalyst was investigated at 281°C (1.1 T¢) and at pressures yielding
subcritical to supercritical conditions (0.2-2.2 pc). Table I lists the operating
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pressures and the corresponding reaction mixture densities estimated using the Peng-
Robinson equation of state. As in the previous studies, a space velocity of roughly
135 g hexene/g cat./h was employed.

Table I. Operating pressures and reaction mixture densities: T = 281°C (1.1 T,,)

Pressure (bar) Estimated Density (kg/m3 x10-3) Reduced density
21.7 0.050 0.21
35.5 0.101 0.42
52.7 0.204 0.85
70.0 0.287 1.20
139 0.412 1.72
222 0.475 1.98
277 0.502 2.09
346 0.528 2.20

Catalyst. One gram of 1/16" Pt/xAl03 (Engelhard E-302) reforming catalyst
extrudates was used. The Pt loading on the catalyst is 0.6 wt%. The catalyst was first
pretreated in flowing nitrogen at 100 sccm in a pretreatment reactor at 330°C for 18
hours, followed by hydrogen at the same flow rate and temperature for four hours.
The pretreated catalyst was found to have a BET surface area of 175 m2/g, total pore
volume of 0.44 ml/g and an average pore radius of roughly 50 A.

Reactor Unit. Figure 1 shows a schematic of the high pressure experimental unit.
This setup is essentially similar to the unit described previously (7), with improved
data acquisition and process control instrumentation. The feed section consists of a
liquid feed supply bottle connected to an HPLC pump (Waters' Associates #6000A)
capable of delivering constant flow rates between 6 and 600 ml/h against pressure
heads up to 400 bar. Either hydrogen or nitrogen gas (for catalyst pretreatment or
system purging) is admitted to the experimental unit via a three-way solenoid valve
(V1). Either gas or liquid feed is selected by opening valve V2 or V3 respectively.

The 1-hexene (Ethyl Corporation; Lot# PT060592) feed is pumped through a 30
cm long stainless steel tube (roughly 0.8 cm i.d.) containing 11.6 grams of dry
activated neutral alumina to remove the peroxides. The feed is then passed through a
high-pressure line filter fitted with a 10 um frit, before flowing through a safety head
equipped with a rupture disc rated to a burst pressure of 400 bar at 20°C. The safety
head is directly connected to the building vent with a high-pressure hose.

Following the rupture disc, the feed enters the top of a vertically mounted
stainless steel tubular reactor (15 ml capacity) and passes over a 3.5 cm long catalyst
bed located approximately 10.5 cm from the bottom of the reactor. Thermocouples
(J-type) are placed on each end of the catalyst bed to monitor and to provide feedback
for PID control of the reactor temperature. The reactor pressure is controlled by
means of an Autoclave Engineers' 30VRMM micrometering valve (Cy = 0.04). The
micrometering valve is actuated via a microprocessor-controlled stepper motor which
is part of the PID control loop for maintaining reactor pressure. A pressure transducer
(PT1; 400 = 1.9 bar) located upstream of the reactor provides feedback for the reactor
pressure control loop. The nearly 14,000 steps from the fully-open to the fully-closed
valve positions allow fine control of the reactor pressure within transducer precision.
Sensitive pressure control is essential along a near-critical isotherm at which small
changes in pressure around the critical pressure can lead to relatively large changes in
density and transport properties.

Effluent and Catalyst Analyses. After passing through the micrometering valve,
the reactor effluent is cooled in a heat exchanger. A manually controlled three-way
valve (V7) is used to either sample the liquid effluent for off-line analysis or collect it
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for safe disposal. Whenever purge gas is used in the setup, a manually controlled
three-way valve (V6) is used to direct the gas through a rotameter and to the vent.
The reactor effluent was sampled at various times for off-line analysis of 1-hexene, its
isomers and oligomers using an HP5890 GC/FID instrument. At the end of a run
(typically lasting eight hours), the catalyst was removed and subjected to gravimetric
analysis (to determine the amount of coke laydown) and micromeritics analysis (to
determine the loss in surface area and in pore volume due to coking) with a Gemini
2000 Pore Volume and Surface Area analyzer.

Process Control and Safety Features. All the measurement and control devices
in the reactor unit (viz., thermocouples, pressure transducers, stepping motor controls
for driving the micrometering valves, solenoid valves and heaters) are interfaced with
the Camile 2500 data acquisition and control unit. Programmed sequences developed
for reactor startup, operation and shutdown enhance the ability to accurately repeat
experimental procedures.

Several safety features have been incorporated into the reactor unit are as
follows: (a) The reactor unit is shielded with 3/8" thick Plexiglas for physical
protection of personnel and equipment; (b) The air space in the Plexiglas enclosure is
kept continuously ventilated to the atmosphere through a roof vent equipped with a
vacuum pump. Any accidental spills or leakage of reactants and products are
therefore vented to the atmosphere; (c) The ability to stop or change flow streams
and to shut off power to the heating elements by programmed sequences in the
Camile 2500 data acquisition and control system greatly reduces the chance of
thermal reactor runaway. Solid state relays have been installed in series with all the
heaters to permit automatic shutdown if any of a number of emergency situations
occurs. As an example, if reactor temperature exceeds the 'safe’ operating
temperature, the power to the heating elements is shut off and the feed introduction is
continued to cool the reactor.

Results and Discussion

Peroxide Effect on Oligomer Production Rates. Figure 2 compares hexene
oligomer production rates obtained using a hexene feed containing 700 ppm organic
peroxides with those obtained using on-line alumina pretreatment of the hexene feed.
Analysis by sodium thiosulfate titration following a contacting step with sodium
iodide (O'Quinn, A., Ethyl Corporation, Baton Rouge, LA, personal communication,
1993) indicated that the alumina pretreatment reduced the peroxide content from 700
to 2 ppm, expressed as ppm oxygen. In both cases, oligomer formation was measured
in the absence of the Pt/y-AlpO3 catalyst.

It is clear from Figure 2 that the peroxide reduction in the hexene feed results in
an approximately fivefold decrease in the oligomer production rate at the lowest
subcritical density (0.2 pc) and an 18-fold decrease at the highest density (2.2 pc).
While the total oligomer production rate increased twofold over this density range in
the case of the alumina-pretreated feed, the corresponding increase is fourfold when
using untreated 1-hexene containing about 700 ppm peroxide.

As shown in Figure 3, reducing the oligomer formation in the fluid phase has a
positive effect on catalyst performance. At a supercritical density of 1.20 pc (70 bar,
281°C), the initial (10 min.) and end-of-run (8 hours) isomerization rates were about
20% and 250% higher respectively when the peroxide content is lowered. It can also
be seen from Figure 3 that the catalyst deactivation rate (i.e., the decline of the
isomerization rate with time) was more pronounced in the case of the higher peroxide
feed.

Effect on Coke Laydown. The reduction in coke laydown with on-line alumina
pretreatment of the hexene feed was observed in the subcritical as well as in the
supercritical runs. Gravimetric measurements of the catalyst at the end of each run
revealed that without alumina pretreatment, the coke laydown increased to a
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maximum value of 26 wt% (based on the weight of the fresh, uncoked catalyst) at
subcritical conditions and decreased to a minimum value of 7.3 wt% at supercritical
conditions (Figure 4). In contrast, the maximum coke laydown when using on-line
alumina pretreatment of the 1-hexene feed was only 4.5 wt%, even at subcritical
conditions, and decreased to a minimum value of 2.1 wt % at supercritical conditions.

Micromeritics analysis (by nitrogen physisorption) revealed that more than 90%
of the initial catalyst surface area and pore volume are accessible in catalysts exposed
to supercritical reaction mixtures (Figure 5). In contrast, up to 70% of the pore
volume and surface area are lost due to coking in catalysts exposed to subcritical
reaction mixtures using hexene feed containing 700 ppm peroxides (7). These results
provide clear evidence that the on-line alumina pretreatment of the 1-hexene feed
significantly reduces coke laydown and improves pore accessibilities in subcritical
and supercritical reaction mixtures.

Effect on Isomerization and Deactivation Rates. As seen in Figure 6, end-of-
run (8 hours) isomerization rates in supercritical reaction mixtures were up to an order
of magnitude higher in the case of the alumina-pretreated hexene feed when
compared to the lowest rate obtained with the higher peroxide feed. In the former
case, the end-of-run isomerization rates increased almost fourfold as the reaction
mixture density is increased from subcritical (0.2 pc) to supercritical (1.7 pc) values.
The corresponding increase was only 60% without peroxide removal. In both cases,
the isomerization rates increase with isothermal increases in reaction mixture density
from subcritical to supercritical values and eventually decrease with further increases
in density in the supercritical region (Figure 6). The maximum in the isomerization
rate occurs at about 1.7 pc with peroxide reduction compared to roughly 1.2
without peroxide reduction.

As shown previously (7, 9), the increase in the isomerization rates at near-
critical conditions is due to the in situ extraction of coke-forming compounds. At
supercritical densities, even though the coke laydown decreases slightly, the intrinsic
pore diffusivities decrease more dramatically as liquid-like densities are approached.
Consequently, pore diffusion rates become rate-determining, causing the
isomerization rates to decrease with increases in pressure.

Besides the amount of coke laydown, the differences in the isomerization rate
trends shown in Figure 6 are affected by both the chemical nature and the physical
buildup (uniform vs. pore-mouth choking) of the coke formed in the pores. In
general, we found that higher the average molecular weight of the oligomer mixture,
denser the coke is (7, 8). Hence, in addition to the severalfold reduction in coke
laydown, the coke formed with the lower peroxide feed should be less dense.
Diffusion restrictions in the catalyst pores should therefore be correspondingly lower.
The improved pore-accessibility may explain the higher rates and why the rate
maximum (i.e., pore-diffusion limitations) occur at higher densities in the case of the
reduced-peroxide feed.

As shown in Figure 7, alumina pretreatment of the feed results in up to a fivefold
decrease in the overall deactivation rates (expressed as the % decrease in the
isomerization rates between 10 min. and 8 hours) as the reaction mixture density is
increased from 0.2 to 1.7 p.. In sharp contrast, the results obtained without alumina
pretreatment of the feed indicate only a slight improvement in deactivation rates at
supercritical conditions. Also, as seen in Figure 7, the minimum deactivation rates
obtained with alumina pretreatment occurred around the same density range (1.7-2.0
pc) in which the isomerization rate reaches a maximum (Figure 6). These results
clearly illustrate that the reduction of peroxides in the 1-hexene feed reduces catalyst
deactivation rates, thereby improving isomerization rates. These improvements are
especially significant (i.e., severalfold) at supercritical conditions.

Process Improvement and Potential Application Areas. During startup, the
catalyst is inevitably exposed to subcritical reaction conditions which favor coke
buildup. Also, the coke formation rate is highest initially, when the catalyst is most
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active. To minimize exposure to subcritical reaction mixtures, the following startup
procedure is used in all of our supercritical density experiments. With the reactor
held at the operating temperature at 281°C, the 1-hexene feed is pumped into the 15
ml reactor at a high flow rate such that the critical density is reached or passed in two
minutes. Even with this relatively fast reactor pressurization, the rapid initial
deactivation rate could not be avoided (Figure 3).

Our recent studies indicate that dilution of the hexene feed with an inert
cosolvent like n-pentane, so that the reaction mixture is at supercritical conditions,
reduces coke precursor concentrations (and thereby the coke formation rates) while
maintaining the in situ extraction of the coke-forming compounds (8). Consequently,
catalyst deactivation rate is significantly reduced. We are currently investigating the
addition of inert cosolvents such as n-pentane or n-hexane during reactor startup so
that the catalyst is exposed to a supercritical reaction mixture when 1-hexene is
introduced. This startup strategy could minimize or even eliminate catalyst
deactivation during startup resulting in steady activity maintenance, when coke
formation rates are balanced by the coke extraction rates.

The foregoing results are significant considering that many acid-catalyzed
reactions such as isomerization and alkylation reactions involve olefinic feeds.
Removal of the peroxides is essential to better exploit supercritical conditions for the
in situ mitigation of coke buildup.

Conclusion

Organic peroxides form in olefinic feed stocks upon exposure to air. A few hundred
parts per million of these impurities are sufficient to catalyze the formation of olefinic
oligomers in the fluid phase. In the compressible region, the oligomer formation
increases sensitively with pressure. These oligomers, being prolific coke precursors,
cause extensive coking and accelerate catalyst deactivation. On-line adsorption of the
peroxides by activated alumina results in almost total removal of the peroxides. For
the Pt/»-AlpO3 catalyzed isomerization of 1-hexene, such pretreatment of the hexene
feed significantly improves catalyst performance, especially in supercritical reaction
mixtures. Coke laydown is reduced severalfold resulting in improved pore
accessibilities, reduced deactivation rates, and enhanced isomerization rates.

Our results suggest that the supercritical decoking process can be further
improved by using an inert cosolvent such as n-pentane (i.e., one that does not form
coke on the catalyst) to fill up the reactor during startup so that the reaction mixture is
supercritical when the olefinic feed is introduced. With such an improved process, it
should be possible to mitigate coke buildup and, thereby, to obtain higher reaction
rates with extended catalyst life in the case of industrially significant isomerization
and alkylation reactions on porous catalysts. For alkylation reactions, a solid-acid
catalyst with enhanced activity and longevity would be an environmentally-better
alternative to conventional processes that employ extremely hazardous hydrofluoric
and sulfuric acids as catalysts.
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Chapter 17

Supercritical-Fluid-Aided Preparation
of Aerogels and Their Characterization

Sermin G. Sunol, Ozlem Keskin, Ozge Guney, and Aydin K. Sunol

Chemical Engineering Department, University of South Florida,
Tampa, FL 33620—-5350

Gels of inorganic oxides (NiO/Al,O, gels), prepared by the sol-gel method,
are dried using supercritical solvent extraction and supercritical drying to
obtain aerogel catalysts as porous powder. The supercritical extraction is
carried out at several temperature and pressures of carbon dioxide. In
supercritical drying of the solvent indigenous to the gel (alcohol), inert and
solvating gases, (nitrogen and carbon dioxide) are used to pressurize the
system to a value above the critical pressure of the fluid mixture. The effect
of the solvent power of carbon dioxide is investigated at different
temperatures. Gels are also dried in air and under vacuum in order to
compare chemical and physical properties of xerogels with those of
aerogels. Pore structure of the xerogel and aerogel catalysts is determined
using scanning electron microscopy (SEM). Ni/Al ratio of the catalysts is
determined using electron disperse spectroscopy (EDS).

Properties which need to be considered in catalyst design and their relation to catalyst
behavior are depicted in Figure 1. Aerogels show great promise in catalytic applications,
especially due to their unique morphological properties (high porosity and high surface
area) as well as excellent chemical properties (high chemical activity) which can not be
easily achieved with other types of catalysts (/). Therefore, it is worthwhile to investigate
aerogel catalyst preparation.

In sol - gel process, metal alkoxide is dissolved in alcohol which can be readily
removed from the gel matrix upon the formation. The gelation process involves hydrolysis
and condensation reactions of metal alkoxides. Due to its unfavorable drying conditions,
water is not used as a solvent, however, it is utilized during the hydrolysis reaction. If the
solvent is evaporated slowly from the gel, a xerogel is obtained. During evaporation,
large capillary forces are exerted as the liquid - vapor interface moves through the gel.
These forces cause shrinkage of the pores within the gel. Removal of the solvent (alcohol)
from the gel under supercritical conditions results in the formation of the aerogel. Since
this drying procedure eliminates the liquid - vapor interface, aerogels are formed in the

0097—-6156/95/0608—0258$12.00/0
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absence of capillary forces. Aerogels retain the morphology of the original alcogel.

There are several methods developed for removing the solvent from the gel under
supercritical conditions. The first one is the one suggested in the pioneering work by
Kistler (2), in which the solvent is brought to supercritical conditions in an autoclave and
evacuated under these conditions. In order to pressurize the autoclave to a pressure above
the critical value for the alcohol, more alcohol is added to the autoclave (3). Supercritical
conditions of the solvent are reached by supplying heat to the autoclave. After the system
pressure reaches a preselected value which is above the critical, the temperature is raised
at constant volume. Once the temperature is above its critical value, the supercritical fluid
is vented out of the autoclave at constant temperature (4). The P-T behavior for this
procedure is shown as route A-B (1) in Figure 2.

This method was later improved by van Lierop and co-workers (5). In this
improved version of the method, vaporization of the solvent is completely suppressed by
pressurizing the autoclave with an inert gas prior to heating while the subsequent heating
is carried out batch at constant volume. Thus, the entire procedure is carried above the
vapor-liquid interface of a Pressure-Temperature (P-T) diagram, shown as route A'-B (2)
in Figure 2.

Different researchers have utilized solvent exchange prior to supercritical drying.
In this method, the solvent (alcohol) was substituted with liquid Carbon Dioxide. This
method was applied to the production of silica aerogel by Tewari et al. and Rangarajan et
al. (6, 7).

In another method, developed by Jacobucci and co-workers (8), alcohol is removed
by supercritical CO, extraction in a semi-continuous system.

In this present work, the objective is to develop a supercritical drying method
which prepares aerogel catalysts with tunable physical and chemical properties. For this
purpose, catalysts are prepared using different methods at various experimental conditions,
and their characteristics like catalyst bulk density, pore structure and Ni/Al distribution
are measured and compared with the ones of the xerogels.

Experimental

Gel Preparation. NiO/Al,O, gels are prepared using the method suggested by Teichner
and co-workers (3). Aluminum sec-Butylate is dissolved in sec-Butanol while Nickel
Acetate is dissolved in Methanol separately. Water is added to the second mixture in near
stoichiometric amounts necessary for the hydrolysis reactions. The two solutions are
mixed and a precipitate of alumina is immediately formed. The only variable studied in the
preparation of the gel is the amount of water used for the hydrolysis reaction. Excess
water is used in the preparation of some gels in order to investigate the effect of excess
water in drying of the gel. Gels are dried immediately after preparation, in order to
eliminate the effect of aging.

Drying of Gel.

CO, Extraction of the Alcohol. In these semi-continuous experiments, CO, is
passed through the extractor continuously at a constant temperature, pressure and flow
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rate in order to extract alcohols (butanol and methanol) from the gel. The experimental
set-up is shown in Figure 3. CO, feed, from a gas tank, is compressed into a surge vessel
which is enclosed at the same constant temperature environment as the extractor and the
transfer lines up to the back pressure regulator. Flowing CO, is preheated in a coil and
enters the extractor, that has the gel, from the bottom. The extractor has an I.D. of 0.562"
and length of 12". The extractor outlet is connected to a back pressure regulator. CO,-
Alcohol mixture leaving the back pressure regulator bubbles through a sample collector,
cooled with water, where alcohols are absorbed from the CO, which passes through a wet
test meter as being vented.

Supercritical Drying of the Alcohols. In this second method, alcohols or CO, -
Alcohol mixtures are brought to a supercritical condition and the supercritical fluid is
removed slowly from the gel. The experimental set-up for this system is shown in Figure
4. Prior to experiments, the reactor containing the gel is pressurized to 80 atmospheres.
In cases where N, is used for pressurizing, high pressure feed gas is used directly in order
for pressurization to the set pressure of 80 atmospheres. In experiments where the system
is pressurized to 80 atmospheres with CO,, CO, feed is compressed before it is fed to the
drying vessel that contains the wet gel. The drying vessel has an LD. of 0.562" and length
of 6". After a predetermined pressure is reached, the sand bath heater housing the drying
vessel is heated so that a temperature above the critical value of the alcohol mixture or
CO,-Alcohol mixture is reached. The heating rates used are 1°C/min (low heating rate),
10°C/min (high heating rate) and flash heating. The system is kept under these conditions
for a specified time. The supercritical fluid is then vented out of the system keeping the
temperature of the reactor constant. At the end of the experiment, the gel is swept with
fresh CO, to remove remaining trace amounts of alcohol and water. The system is
subsequently cooled and the aerogel catalyst is removed.

Air and Vacuum Drying of the Alcohols. Xerogels are prepared by air and
vacuum drying. Air drying is performed at 110°C for 15 hours. Vacuum drying is
performed at a pressure of 5 mmHg, at 60°C for 35 hours.

Analysis of Catalysts. Pore structure of the xerogel and aerogel catalysts are determined
using scanning electron microscopy (SEM). Ni/Al ratio of the catalysts is determined
using electron disperse spectroscopy (EDS). Bulk densities of catalysts are determined
gravimetrically, with a sample size of 10 ml.

Results and Discussion

Aerogel catalysts are obtained using different methods described above Results are given
and discussed separately for catalysts prepared using each method. An overview of the
procedures is shown in Figure 5.

Aerogels Prepared by CO, Extraction of the Alcohols. Different aerogel catalysts are
prepared using CO, extraction of the solvents (sec-butanol and methanol). Most important
parameters which are expected to affect physical properties of the aerogels are
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temperature, pressure, time of extraction, amount of CO, used per gram of alcohol
extracted, and flow rate of CO,. In order to determine the effect of the amount of water
used for the hydrolysis reaction during gel formation, Samples A20 and A21 are prepared
using 100% excess water as opposed to 15% used in all other runs. (Table I).

Table 1. Experimental Conditions and Densities of CO, Extracted Aerogels

Run | T | Extraction P Amount CO,/ CO, Aerogel
No. | (°C) Time (atm) | of Wet Alcohol Flow Density
(min) Gels (Vg) Rate (g/ml)
@ (Vmin)
AS | 45 120 100 24.5 5.3 2.8 0.083
A9 | 45 40 100 24.6 72 3.9 0.094
Al4 | 45 40 100 8.4 24.1 43 0.112
A6 | 35 120 100 24.4 15.8 2.8 0.095
A7 | 35 40 100 8.5 7.9 14 0.082
Al7 | 35 120 100 8.5 71.8 43 0.105
Al0 | 40 80 80 16.4 324 5.8 0.070
All | 40 80 80 16.5 16.0 29 0.087
Al2 | 40 80 120 16.4 254 45 0.091
Al3 | 40 80 120 16.0 252 45 0.094
Al6 | 40 80 100 16.4 24.7 44 0.095
Al9 | 40 80 100 16.3 279 5.0 0.108
A20 | 40 80 100 17.0 253 45 0.098
A21 | 40 80 100 17.0 29.0 52 0.111

It is important to be able to produce aerogels with high surface area and porosity
at low temperatures and pressures, using the minimum amount of CO,. In order to have
an idea about the porosity of the aerogels, their bulk densities are measured. Bulk
densities of aerogels which are produced under different drying conditions are similar
(Table I). Pore size distribution of the catalysts should be investigated to show the effect
of drying conditions on the characteristics of the aerogels.

Aerogels Prepared by Supercritical Drying of the Alcohols. Fifteen different aerogel
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catalysts are prepared using supercritical drying of butanol and methanol. Aerogel #B17
(Table IT) is prepared according to the method suggested by van Lierop and co-workers.
In preparation of the rest of the aerogels presented in Table II, CO, is used to pressurize
the extractor prior to drying. There are two reasons for using CO, for pressurizing. The
critical temperature of CO, - alcohol mixture is less than that of alcohols. The other reason
was to make use of the solvent power of CO, for dissolution of alcohols. In the
experiments carried out with CO,, the effect of temperature, the rate at which the reactor
is heated to the peak temperature and the rate at which the supercritical fluid is vented out
of the reactor are investigated. In all experiments, the initial pressure is adjusted and the
pressure is allowed to increase as the temperature was raised. The possible effect of using
excess water in hydrolysis on the properties of the aerogels is also investigated in this set
of experiments (experiments #B11 and #B15).

Table II. Experimental Conditions and Densities of Supercritically Dried Aerogels

Run | Gas [ Temperature | Heating | Depressurizing % Aerogel
No. C) Rate Time Excess | Density
(min) Water (g/ml)
B17 | N, 280 high 30 15 0.671
B3 | CO, 170 low 30 15 0.140
B5 | CO, 280 low 30 15 0.076
B6 | CO, 170 high 30 15 0.080
B8 | CO, 225 high 30 15 0.076
B10 | CO, 225 high 30 15 0.077
B11 | CO, 225 high 30 100 0.058
B12 | CO, 225 high 60 15 0.105
B13 | CO, 225 high 45 15 0.066
B15 | CO, 225 high 30 100 0.085
B16 | CO, 225 high 30 15 0.087
B18 | CO, 170 flash 30 100 0.123

In experiments where the reactor is pressurized with CO,, aerogels with densities
similar to the ones obtained in the first set of experiments (CO, extraction of the alcohol)
are obtained. Table II shows that at a temperature as low as 170°C, aerogels with low
densities (~0.1 g/ml) are formed which indicates that the CO,-Alcohol mixture forms a
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supercritical fluid. Other experimental parameters such as heating rate, depressurizing
rate, water content of the gel did not seem to affect the bulk density of the end product.
On the other hand, the experiment, where the reactor is pressurized with N, prior to
heating, shows that at a temperature as high as 280°C, supercritical fluid conditions could
not be reached. The catalyst produced under these conditions is almost as dense as the air
and vacuum dried xerogels. There was very limited number of experiments done with
nitrogen and improvements over air and vacuum drying should be expected.

Comparison of Xerogels with Aerogels. Gels are dried under air and vacuum in order
to compare properties of xerogels with those of the aerogels. Densities, and Ni/Al ratio
(through EDS) of the xerogels are determined. Table III shows a comparison of the
properties of the xerogels and aerogels. Standard deviations of the weight fractions of
Nickel and Alumina for different particles of the same sample are shown in parentheses.

Table ITI. Comparison of the Properties of Xerogels and Aerogels

Catalyst Type / Run no. Density (g/ml) Ni / Al Ratio (wt/wt)
Air Dried Xerogel / D1 0.740 61.18/38.82
Air Dried Xerogel / D2 0.825 not determined
Vacuum Dried Xerogel /V1 1.165 59.00/41.00
Vacuum Dried Xerogel /V2 0.817 not determined
Aerogel / AS 0.083 41.62/58.38 (£0.65)
Aerogel / A9 0.094 43.12/56.89 (£1.08)
Aerogel / A14 0.112 43.13/56.87 (£3.99)
Aerogel / A16 0.095 46.51/53.49 (0.11)
Aerogel / B5 0.076 38.20/61.80 (£0.52)
Aerogel / B6 0.080 35.35/64.65 (£7.91)
Aerogel / B8 0.076 39.23/60.77 (+4.48)

As can be seen from Table III, xerogels produced under air and vacuum conditions
have similar densities while aerogels produced under supercritical extraction conditions,
(and also under supercritical drying as can be seen also in Table II) are an order of
magnitude less dense than the xerogels. The xerogels also have similar Ni/Al ratio. An
other interesting feature of the aerogels is that they have a smaller Ni/Al ratio than the
xerogels although the corresponding alcogels are prepared using the exact same procedure.

This result is shown for both the CO, extracted and supercritically dried aerogels although
standard deviation of the weight fractions for different particles of the same sample and
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Figure 6. SEM image of xerogel and aerogel surfaces.

weight fractions for different samples show larger variation for the supercritically dried
samples. Also, Nickel fraction is observed to be less for supercritically dried samples.
However, further work is necessary to elucidate the Ni/Al distribution.

In order to compare the pore structure aerogels with xerogels qualitatively, SEM
is used. Figures 6 and 7 show SEM pictures for two xerogels (D1 and V1) and two
aerogels (A16 and BS5), at different magnifications. Comparison of surfaces for xerogels
and aerogels shows that aerogels have rougher surface. (e.g. Figure 6). Flat surfaces
observed for xerogels could not be seen on any of the aerogels. This suggests that the
aerogel is more porous than the xerogel, which is consistent with the results obtained for
the bulk density. When xerogels and aerogels are imbedded into epoxy resin and the
surfaces are polished, cross sections of the samples could be viewed, as seen in Figure 7.
While 500 magnification shows single particles, pores can be seen at higher magnifications.
The higher porosity of the aerogels seems to be due to the abundance of micro pores
rather than macro pores.

Conclusions

NiO/ALQ, aerogels in the form of porous powder can be prepared using supercritical CO,
extraction at 35°C and at 100 atm within 40 minutes using CO, at a flow rate of 1.4 I/min.
Results also show that a pressure of 80 atmospheres would be sufficient in order to obtain
the aerogel at the 35°C and within 40 minutes.

A new method was introduced for drying the alcogels, where for the first time in
literature, CO, is used in order to pressurize the reactor prior to the experiments. The use
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